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Don’t miss the opportunity to participate at this exciting, engaging and 
multi-disciplinary event on innovations and technological creativity 
at the nanoscale!
ACM NanoCom 2017 aims at fostering 
and reinforcing the research commu-
nity contributing to new nanoscale 
communications and computing para-
digms. The conference will highlight 
research potentials, stimulate novel 
and breakthrough ideas, identify the 
short and medium term exploitation, 
and feature keynote addresses, poster 
sessions and tutorials in this emerging 
inter-disciplinary field and provide an 
amazing networking opportunity. 

The conference will cover topics rang-
ing from electromagnetic and molecu-
lar communications to applications in 
biomedical engineering and consumer 
electronics at the nanoscale. It will be a 
great networking opportunity to meet 
world leading experts, active research-
ers and young innovators at the fron-
tiers of nanoscale communication 
whether through molecular techniques 
or using radio propagation in and out 
of the body or in the surrounding envi-
ronment. 
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NANOSCALE COMPUTING AND COMMUNICATION
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“Graphene and Related Materials for Photonics and Optoelectronics” 

Prof. Gregory F. Payne, University of Maryland, USA
“Redox: A Modality to Bridge Biological and Electronic Communication” 

KEYNOTES

Prof. Douglas Densmore, Boston University, USA
“The Living Computing Project - How Can I Make A Cell Compute?” 
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CALL FOR SUBMISSIONS
Submit your works & be a presenter at SIGGRAPH Asia!

SIGGRAPH Asia 2017 invites you to submit your works and 
showcase your outstanding creative ideas and innovations 
at the 10th ACM SIGGRAPH Conference and Exhibition on 
Computer Graphics and Interactive Techniques in Asia, 
taking place from 27 – 30 November, in Bangkok, Thailand. 

Log-on to sa2017.siggraph.org/submitters to submit 
your works. 

CALL FOR EXHIBITORS & SPONSORS
Be a part of the SIGGRAPH Asia Exhibition – Asia’s Digital Media 
Marketplace

Meet close to 7,000 technical and creative industry experts and 
individuals from over 60 countries and regions face-to-face to explore 
business opportunities, partnerships, and to strengthen existing 
relations – all in person at SIGGRAPH Asia 2017. Book your stand now  
to secure your preferred location. 

Contact Clariss Chin at +65 6500 6722 or clariss.chin@siggraph.org  
for more information on the exhibit space options and fees, as well as 
sponsorship packages.

DEADLINES PROGRAMS

27 April 2017 Workshops' Proposals

23 May 2017 Technical Papers

30 May 2017 Emerging Technologies

1 June 2017 Art Gallery

13 June 2017 Symposium on Education

21 June 2017
Symposium on Mobile Graphics  
and Interactive Applications

28 June 2017 Courses

29 June 2017 Symposium on Visualization

15 July 2017
Student Volunteers -  
Team Leaders Application

19 July 2017 Computer Animation Festival

30 July 2017 VR Showcase

12 August 2017 Student Volunteers Application

15 August 2017
Posters
Technical Briefs
Workshops’ Papers

CONFERENCE PROGRAMS’ SUBMISSION DEADLINES*:

Visit sa2017.siggraph.org for more details.

*The submission time for all dates is 23:59 UTC/GMT
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News

13 Building a Brain May  
Mean Going Analog
Analog circuits consume less 
power per operation than CMOS 
technologies, and so should  
prove more efficient. 
By Neil Savage

16 Cracking the Code on DNA Storage
Researchers are tapping DNA to 
create a new and different type  
of storage media. The technology 
could prove revolutionary.
By Samuel Greengard

19 Artificial Intelligence  
Poised to Ride a New Wave
Flush with recent successes, and 
pushed by even newer technology,  
AI systems could get much smarter.
By Gary Anthes 

22 Jean E. Sammet  
1928–2017
By Lawrence M. Fisher

Departments

5 Editor’s Letter
Today’s Communications of the ACM 
By Andrew A. Chien

7 Cerf’s Up
A Brittle and Fragile Future
By Vinton G. Cerf

10 BLOG@CACM
‘Generation CS’ Drives  
Growth in Enrollments
Undergraduates who understand  
the importance of computer science  
have been expanding the CS student 
cohort for more than a decade.
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Ruby Risks
By Dennis Shasha

Viewpoints

24 Privacy and Security
Cryptovirology: The Birth, Neglect, 
and Explosion of Ransomware 
Recent attacks exploiting a known 
vulnerability continue a downward 
spiral of ransomware-related incidents. 
By Adam L. Young and Moti Yung

27 Economic and Business Dimensions
Unknowns of the Gig-Economy
Seeking multidisciplinary research  
into the rapidly evolving gig-economy. 
By Brad Greenwood, Gordon Burtch, 
and Seth Carnahan

30 The Profession of IT
The Beginner’s Creed
We all need to learn  
to be expert beginners.
By Peter J. Denning

32 Viewpoint
The Informal Guide to  
ACM Fellow Nominations
Recommendations for a successful 
nomination process.
By Marc Snir
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36 Side Effects, Front and Center 
One system’s side effect is  
another’s meat and potatoes.
By Pat Helland

40 The IDAR Graph 
An improvement over UML.
By Mark A. Overton

46 Research for Practice:  
Tracing and Debugging  
Distributed Systems;  
Programming by Examples
Expert-curated guides  
to the best of CS research.
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editor’s letter

Greetings! It is with great pleasure that I take  
the helm as the ninth Editor-in-Chief of 
Communications, the flagship publication 
and ACM’s vessel for the most important 

and interesting happenings across the 
field of computing. Communications is 
the indispensible source of information 
and insights for the well-educated com-
puting professional around the world.

Computing is unique. In many fields, 
fundamental breakthroughs take years 
to reach the market and even longer to 
achieve full impact. Computing’s “clock 
speed” is far faster;2 set by exponential 
hardware performance advances and 
now driven by rapid and exponential ad-
vances in algorithms and cloud services. 
Clockspeed and computing’s extraordi-
nary leverage enables tiny teams to trans-
late insights into powerful change with 
global reach and impact (for example, 
this year’s Turing Laureate Sir Tim 
Berners-Lee and the WWW, but also 
public-key cryptography, social net-
works, and blockchain, deep learning, 
and many more). These advances arise 
from academe, startups, practitioners, 
and even from garages and basements 
... and their worldwide impact inevitably 
frames profound new problems for deep 
research. Computing’s rapid disruptive 
change is so powerful and transformative 
that the term “Internet speed” is deeply 
embedded in the popular vernacular. 

Communications core elements reflect 
computing’s extraordinary dynamism:

 ˲ News: Updates on hot topics in 
technology, practice, and public policy

 ˲ Viewpoints: Reasoned, thought-
provoking perspectives that bring out 
the balance of concerns in critical tech-
nology and policy issues 

 ˲ Practice: Frames cutting-edge soft-
ware challenges and disruptive tech-
nologies that are breaking through

 ˲ Contributed Articles: Peer-re-
viewed articles of compelling inter-
est spanning computing’s breadth; 
framed to be approachable to the 
broad computing community

 ˲ Reviews: New significant develop-
ments as seen through the lens of their 
future impact

 ˲ Research Highlights: Outstanding 
research, drawn from ACM’s leading 
SIG conferences, put in context, and 
made accessible to the educated com-
puting professional

 ˲ Editorial Elements: Letters to the 
Editor, blogs, and columns that con-
nect to the community

Each month Communications brings 
these elements together to inform your 
professional perspective, framing rapid 
change, new fundamental problems, and 
disruptive developments in perspective. 
The magazine’s structure is the product 
of a radical editorial transformation.1,3 

Each issue is the product of the 
extraordinary efforts of contributors 
(authors, columnists, reviewers, blog-
gers), the editorial board (co-chairs, 
associate editors), and an extraordi-
nary production team. These volun-
teer efforts reflect great passion and 
dedication for the field of computing. 
Some are reflected on the masthead 
and bylines, but others remain anony-
mous. Let me take a moment to thank 
all of the volunteers who generously 
contribute their time and leadership 
each month! And of course, I would 
be remiss to not include the members 
of Communications’ amazing produc-
tion team who render each issue a 
polished work of beauty.

In the history of Communications, 
each Editor-in-Chief has faced signifi-
cant challenges, but by any standard 
the past 10 years have been an extra-
ordinary period of change and re-
newal. Today’s Communications is a 
dynamic, vibrant reflection and bea-
con of the computing profession, 
and that is in no small part due to 
Moshe Vardi’s dynamic, thoughtful, 
and tireless leadership. So on behalf 
of the editorial board, the members of 
the ACM, and the computing profes-
sion, thank you for a decade of extra-
ordinary service!

Looking forward, I am acutely aware 
of computing’s relentless advance 
and rapid “creative destruction;” our 
challenge is to invent Communications’ 
future—thereby ensuring its vitality, 
relevance, and impact. I hope many of 
you will join in and enable our success. 
Next month, I will describe a few new 
challenges and opportunities that lie 
directly in our sights! 

Andrew A. Chien, EDITOR-IN-CHIEF

Andrew A. Chien is the William Eckhardt Distinguished 
Service Professor in the Department of Computer Science 
at the University of Chicago, Director of the CERES Center 
for Unstoppable Computing, and a Senior Scientist at 
Argonne National Laboratory.
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cerf’s up

A Brittle and Fragile Future
While this is not intended to be a dystopian 
rant, I feel strongly motivated to draw 
attention to the fragile and interdependent 
future we are creating through the use of 

programmable devices and systems. 
Some of you are, no doubt, rather 
tired of this theme, but as we equip cy-
ber-physical and virtual systems with 
programs that animate their func-
tions, it seems inescapable that over 
time they will become increasingly in-
terdependent and that may produce 
vulnerabilities and fragilities that will 
be exploited by inimical parties or will 
simply create difficult and even unre-
coverable failures. 

Consider systems that use pass-
words and two-factor authentication 
to identify users. It is often advised to 
have alternative means for authentica-
tion: a mobile device, a distinct email 
account, a phone number, or an alter-
native means of identification. These 
kinds of interdependencies can lead 
to cascade failures where loss of ac-
cess to one system initiates failures in 
others until a complex of authentica-
tion failures render a user unable to 
use any of them. Loss or cancellation 
of an email account or a mobile phone 
number may have later consequences 
if users do not remember to revise all 
accounts dependent on these alterna-
tive means of identification. They may 
discover the oversight just when the 
alternatives are vitally needed. 

Multiple platforms that support 
common services such as Alexa or 
Google Assistant may be concurrently 
invoked, leading to confusion as to 
which is “in charge” at the moment. 
The situation is exacerbated when 
multiple users are interacting with the 
same set of platforms or when the plat-
forms are distant from one another. 

Conflicting commands from autho-
rized but uncoordinated parties could 
easily lead to instability or even dam-
age physical and virtual systems. 

An analogy might be apt. Personal 
computers were designed initially to 
be exactly that: isolated computers for 
personal use. But before long, they be-
came valuable avenues to access and 
use of the Internet. Not much thought 
had been put into the security of these 
systems when they were stand-alone 
devices and viruses and worms were 
already propagating by Sneakernet via 
floppy-disk drives. The Internet and its 
predecessors including bulletin board 
systems were new vectors through 
which malware could travel and various 
attacks could be executed. A great deal 
of effort had to be expended to improve 
the resistance of personal computers to 
various forms of attack and failure.

Many of the devices that are con-
sidered cyber-physical systems may 
suffer from a similar oversight. Often 
the designers see them as a single-
user device controlled from an appli-
cation running, for example, in the 
user’s mobile smartphone. What is 
emerging, however, is a highly con-
nected ecosystem of devices and 
networks with emergent properties 
derived from the rich, diverse, and 
distributed connectivity they exhibit. 
Concerns for safety, security, privacy, 
and control must be assuaged by sys-
tematic analysis of increasingly com-
plex use scenarios. It might even be 
argued that these analyses will need 
to be carried out automatically just to 
keep up with the non-linear growth in 
potential use cases and device inter-
actions as the devices proliferate. 

The designers of devices that popu-
late the Internet of Things have an ethi-
cal responsibility to be attentive to the 
hazards their interactions may create 
and the companies that market the de-
vices and their services may ultimately 
be charged by society with liability for 
their failures or the abuses they invite. 
It is not too early to begin thinking 
about these kinds of problems and how 
they might be addressed technically, 
legally, and ethically by the engineers 
and scientists whose advances make 
new capabilities possible, but which 
may have unknown consequences as 
their use proliferates. 

Vinton G. Cerf is vice president and Chief Internet Evangelist 
at Google. He served as ACM president from 2012–2014.
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Generation CS:  
When Undergraduates 
Realized They Needed 
Computing 
By Mark Guzdial
http://bit.ly/2qiMahP 

March 28, 2017

The new Computing Research Asso-
ciation (CRA) report “Generation CS: 
Computer Science Undergraduate En-
rollments Surge Since 2006” (http://
cra.org/data/Generation-CS/) describes 
the dramatic increase in enrollments in 
computer science (CS) over the last 11 
years, with an especially rapid increase 
since 2009. Sixty percent of academic 
units surveyed more than doubled their 
enrollment in that time. The report 
describes a new generation of under-
graduate students who realize the im-
portance of computing education.

The CRA committee that assembled 
the report carefully analyzed the data 
in terms of size of the department 
(for example, number of tenure-track  
faculty), type of department (for exam-
ple, Ph.D.-granting or not), and where 
it characterizes growth in terms of ma-
jors vs. non-majors. The bottom line is 
reflected in this quote:

passed the number from 2003, the peak 
of CS graduate production. Unfortunate-
ly, the number of female CS graduates is 
even less than in 2003. The evidence in 
“Generation CS” suggests that there are 
women in the introductory classes, but 
we are not retaining them into the mid 
and upper levels of the undergraduate 
curriculum. The evidence suggests the 
percentage of Black/African-American 
students in CS is declining, while His-
panic/Latino percentage share is in-
creasing. A positive sign is that the de-
partments that report taking actions to 
increase diversity are more diverse.

 ˲ Departments are having to tight-
en their belts in response to the in-
crease in enrollment. Schools are not 
really helping yet. As you can see in 
the accompanying table, faculty in-
creases are nowhere near the enroll-
ment increases. CRA is offering to 
share the data from the report with 
any department that would like to 
use this data to argue for resources. 
Departments are canceling low-en-
rollment classes, increasing class 
sizes, using more adjunct faculty, us-
ing more undergraduate students as 
teaching assistants, and using more 
graduate students as instructors.

 The current surge of CS majors is per-
vasive. Large and small academic units, 
in public and private institutions, have 
been affected similarly. Doctoral grant-
ing and non-doctoral granting units are 
affected, though doctoral granting units 
to date have seen larger increases. While 
academic units are taking a range of ac-
tions to handle the increased enrollment, 
percentage increases in tenure-track fac-
ulty are about 1/10th of the increase in the 
number of majors.

I found several surprises in the report:
 ˲ Non-major enrollment is also in-

creasing, and at all levels. One might 
expect the number of non-CS majors 
to increase at the intro level, but there 
are also huge increases at the mid 
and upper levels of the undergradu-
ate curriculum. For units that track 
the data, the growth in CS minors is 
similarly dramatic.

 ˲ Efforts to diversify computing are 
failing in the face of the enrollment in-
crease. A recent report from Code.org 
(“University computer science finally 
surpasses its 2003 peak!,” https://medi-
um.com/anybody-can-learn/university-
computer-science-finally-surpasses-its-
2003-peak-ecefa4c8d77d) shows that the 
number of CS graduates has finally sur-
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Google has funded several efforts 
to respond to the enrollment increas-
es without sacrificing diversity gains. 
Chris Stephenson has a blog post de-
scribing these efforts (https://research. 
googleblog.com/2017/02/the-cs-capacity- 
program-new-tools-and.html), with links 
to more information. Until we can con-
vince schools to increase resources to 
departments, developing strategies like 
these and sharing them are our best 
chances to manage “Generation CS” 
without losing ground on our efforts to 
provide CS education to all students.

Comments
If the number of female CS graduates 
is decreasing, or the number of male CS 
graduates is decreasing, you cannot assume 
that the only reason is that universities 
are not doing enough to recruit them, or 
encourage them, into the field.

There are many possible reasons outside 
of the purview of computing, and beyond 
the competence of the science and practice 
of computing. Not all of them are even 
addressable by policies in academia.

There is, however, one factor that is not 
even mentioned here. There are computing 
“boot camps” popping up all over the place in 
the U.S. and outside the U.S. These students 
are not being counted I’ll bet because this 
article only talks about majors and minors 
and “diversity” numbers. I personally know 
several women who have been through 
these. And the cost is a LOT less in both 
money and time-to-jobs.

In other words, computing as a practical 
skill is gaining ground, and private-sector 
computing (and even many government 
entities) are interested more in proper results 
than in credentials.

Academia has had it pretty good with all 
the federally guaranteed loans pouring into 
its treasuries after World War II, but the 
burden has been put upon the over-taxed 
middle class and even worse on college 
graduates. Who can blame the victims for 
seeking alternatives?

The decline after the peak in 2003 
mentioned here, we all know why that 
happened in the U.S. at least. I’ll bet it was 
different in India. Starting with the Y2K 
projects just before the century digit turned 
over, the rush to finish and the new Internet 
infrastructure began the use of remote 
resources. And there began a decline that 
continued with some of my coding colleagues 
training H1B’s to replace them. (Illegally but 

never prosecuted at the time). Philosophically 
I am a culture-aware libertarian, but hate it 
when the public is lied to.

It may be that smaller companies that 
do not have resources to get computing help 
from overseas are expanding the market for 
computing skills. It doesn’t matter. Getting 
government out of the picture altogether 
would remove the warp.

The freak-out about diversity numbers 
suggests that young girls already know 
they have no barrier to computing fields 
and are opting for other studies. I have 
three daughters who fit this description, 
and I hate this narrative that stereotypes 
my daughters based on the warped 
thinking that something is wrong if females 
don’t make the same choices as males. 
That is biological nonsense, and studies 
have shown the differences are innate even 
from the womb. If it is clear that there are 
no barriers and that females even get the 
advantage of extra attention for being a 
minority in the field, why not take the win 
and run with it instead of seeking blowback 
against all the pressure?

—Cassidy Alan

I don’t assume that universities are not 
doing enough to recruit, encourage, or keep 
women in computing. I know that because 
there is a large body of computing education 
research showing that it’s true.

I encourage you to look at the excellent 
books about the work at Carnegie Mellon 
University where they successfully have 
recruited women so that over 40% of their 
CS class is female. Or, check out the articles 

on Harvey Mudd College where they are 
over 50% female. There is a project called 
BRAID (https://www.hmc.edu/about-
hmc/2014/09/24/harvey-mudd-launches-
initiative-increase-diversity-computer-
science/) to teach other CS departments 
what Harvey Mudd figured out. It’s within 
the CS departments’ control to improve their 
gender diversity.

The research on “boot camps” is 
devastating. Many “boot camp” students 
take repeated boot camps because they 
don’t learn enough CS and can’t get jobs.

The reason why few women pursue 
computing in the U.S. has nothing to do 
with biology. At Qatar University, computer 
science is 75% female and computer 
engineering is 100% female (https://
computinged.wordpress.com/2010/10/18/
latest-enrollment-numbers-at-qatar-
university-big-gender-imbalance/). The 
gender balance in CS is much more about 
culture than it is about biology.

I have two daughters myself. Both 
have tried computer science classes and 
been quite successful in them. Neither 
are choosing to get CS degrees. There 
is nothing wrong with them for pursuing 
other subjects. As a computing education 
researcher who studies broadening 
participation issues, I can list for you all 
the things that their CS departments did 
wrong—not recruiting, not encouraging, 
not keeping women. The problem is with 
the CS departments, and the data and 
research studies back me up.

—Mark Guzdial
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Cumulative percent growth of CS majors and instructional faculty since 2006.
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tory for Nanoelectronics and Spintron-
ics at Tohoku University in Sendai, 
Japan. They have built a device that 
could work as an artificial synapse 
by relying on spintronics, a quantum 
property of electrons that gives rise to 
magnetism. Their device consists of 
a strip of cobalt/nickel, which is ferro-
magnetic, meaning that its spins are 
all aligned. They cross it with a strip 
of platinum manganese, which is anti- 
ferromagnetic, so spins in successive 

D
IGITA L SUPERCOMPUTING  CAN 

be expensive and energy-
hungry, yet still it struggles 
with problems that the hu-
man brain tackles easily, 

such as understanding speech or view-
ing a photograph and recognizing 
what it shows. Even though artificial 
neural networks that apply deep learn-
ing have made much headway over the 
last few years, some computer scien-
tists think they can do better with sys-
tems that even more closely resemble 
a living brain. Such neuromorphic 
computing, as this brain emulation 
is known, might not only accomplish 
tasks that current computers cannot, 
it could also lead to a clearer under-
standing of how human memory and 
cognition work. Also, if researchers can 
figure out how to build the machines 
out of analog circuits, they could run 
them with a fraction of the energy 
needed by modern computers. 

“The real driver for neuromorphic 
computing is energy efficiency, and 
the current design space on CMOS 
isn’t particularly energy efficient,” 
says Mark Stiles, a physicist who is a 
project leader in the Center for Na-
noscale Science and Technology at the 
U.S. National Institutes for Standards 

and Technology (NIST) in Gaithers-
burg, MD. Analog circuits consume 
less power per operation than exist-
ing complementary metal oxide semi-
conductor (CMOS) technologies, and 
so should prove more efficient. On 
the other hand, analog circuits are 
vulnerable to noise, and the technolo-
gies for building them are not as ad-
vanced as those for CMOS chips.

One group working on such analog 
components is Hideo Ohno’s Labora-

Building a Brain May 
Mean Going Analog 
Analog circuits consume less power per operation than  
CMOS technologies, and so should prove more efficient. 

Science  |  DOI:10.1145/3088315 Neil Savage
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perceptron network with a simplified 
version of a synapse’s functionality. 
“Biological networks are much more 
complicated, in the sense that it is 
known for example that information 
is encoded in timing of the spikes, and 
the shapes of the spikes matter. Here 
we neglect all of that,” he says.

In the learning part of the process, 
a large voltage tunes the state of the 
memristors. The inference part, such 
as trying to match a new visual pattern 
with a learned one, uses a smaller volt-
age. Memristors are promising, Stru-
kov says, because it should be possible 
to make them very small, and they can 
be easily stacked, allowing for the high 
density a neuromorphic system will re-
quire. On the other hand, the process 
for making them has not been refined 
to the point where it can reliably pro-
duce billions of working devices.

Strukov is also using flash memory 
for synapses. Because it is based on 
CMOS technology, it works reliably, but 
it would be hard to shrink the devices or 
to pack them more densely, so scaling 
up to a high-density network with bil-
lions of devices could be challenging.

A different way to build synapses 
relies on Josephson junctions, made 
by separating two pieces of super-
conducting material with a thin layer 
of an insulating material. Stephen 
Russek, a physicist at NIST in Boulder, 
CO, puts magnetic nanoparticles of 
manganese in the insulating layer of 
amorphous silicon between two layers 
of niobium. Applying a pulse current 
to the system changes the magnetic 
structure in the insulating layer—the 

equivalent of synaptic memory—
which affects how current flows from 
one superconductor to the other. At 
a certain point, the superconductors 
start sending out voltage spikes, just 
as neurons in the brain do. “It’s very 
analogous to what happens in a real 
neural system where you have a syn-
apse, which is basically a gap between 
a dendrite and an axon, and that nano-
structure in that gap determines the 
coupling and the spiking probability 
of that membrane,” Russek says.

The advantage of this approach over 
both CMOS and spintronics, Russek ar-
gues, is that the Josephson junction is a 
naturally spiking element, so it is already 
more similar to the brain than other de-
vices. The NIST system also resembles 
a living brain in that signaling activity 
continues even when the machine is in 
a resting state. “Just like the brain, you 
don’t turn it off. It’s always doing stuff,” 
Russek says. He’d like to emulate that 
continuous activity, which may play a 
role in creativity. “We want it because 
that’s what the brain does and we think 
that’s an important part of learning.”

Karlheinz Meier, a physicist who 
headed up BrainScaleS (Brain-inspired 
multiscale computation in neuromor-
phic hybrid systems), a project that, 
until its end in 2015, aimed to develop 
a mixed-signal neuromorphic system as 
part of the European Union’s Human 
Brain Project, says neuromorphic com-
puting will have to incorporate such 
random activity, and also come to grips 
with analog circuits’ susceptibility to 
noise. “We have to learn how to do what 
I call ‘dirty computing,’ how you live 
with non-perfect components,” he says. 

So far, these analog systems are 
very small. Tohoku University, for in-
stance, built a chip with 36 spintron-
ic synapses. Strukov’s most recent 
memristor device holds the equiva-
lent of approximately 400 synapses, 
while his flash-based system has 
100,000. By contrast, the TrueNorth 
chip, IBM’s digital implementation 
of neural computing, simulates 100 
million spiking neurons and 256 
million synapses and consumes just  
70mW, though Strukov argues that 
his flash chip is more efficient, with 
energy use and latency three orders 
of magnitude better than TrueNorth, 
when the IBM chip is configured to 
perform the same task. Even True-

atomic layers of the material are per-
pendicular to each other. Applying a 
current across the antiferromagnetic 
layer affects its spins, which in turn ap-
plies torque to the spins in the magnet-
ic layer, switching the magnetization 
from up to down. Unlike in a digital sys-
tem, the switching is not limited to a 0 
or a 1, but can be some fraction that de-
pends on how much current is applied. 

A reading current, lower than the 
switching current, does not switch the 
magnetization, but its voltage depends 
on the level of magnetization. Sending 
multiple signals causes the spin device 
to adjust its own resistance, strength-
ening or weakening the connections 
between neurons, just as synapses in 
the brain do when they are forming 
memories, a process brain scientists 
call plasticity. “The more signals we 
send in this learning process—the 
more times we increase or decrease 
these weights depending on what we 
want it to understand—the better 
chance we have of it remembering it 
when we really want it to,” says William 
Borders, a Ph.D. student in Ohno’s lab 
who works on the project. Train the 
system to associate one pattern of mag-
netization with the letter C and anoth-
er with the letter T, he said, and it will 
be able to recognize those letters again 
by measuring resistance. 

Whereas Ohno’s group is simulat-
ing individual synapses, Stiles’ group is 
using spintronics to model collections 
of neurons and synapses. Their device 
consists of two ferromagnetic layers 
separated by a spacer. When a current 
flows across the junction, it creates a 
torque on the spins in the material, 
which sets up a nonlinear oscillation 
of the magnetization, which in turn 
creates an oscillation in voltage. Living 
neurons also behave as nonlinear os-
cillators, sending out electrical spikes 
and synchronizing with each other. 
The spintronic oscillators, therefore, 
emulate the activity in the brain.

Another approach to building ana-
log circuits with synapses uses mem-
ristors, a recently discovered fourth 
fundamental circuit element, in which 
flowing current alters resistance, pro-
viding the device with memory. Dmitri 
Strukov, a professor of electrical and 
computer engineering at the Univer-
sity of California, Santa Barbara, is us-
ing memristors to create a multilayer-

Memristors are 
promising because 
it should be possible 
to make them very 
small, and they can  
be stacked, allowing 
for the high density  
a neuromorphic 
system would require.
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Rick Stevens, professor of comput-
ing at the University of Chicago, says 
analog neuromorphic computing is 
still in its early days. “We don’t have 
any neuromorphic hardware that’s 
sufficiently interesting to make the 
case that it’s a plausible computing 
platform,” he says. “If you’re trying to 
do serious deep learning work, you’re 
going be running not on analog hard-
ware.” Still, he says, it is worth pursu-
ing, in the same way another far-off 
technology, quantum computing, is. 

Russek agrees an analog neuromor-
phic computer with an equivalent neu-
ron count to a dog or a monkey brain is 
still a good 25 years away, depending on 
how non-silicon technologies develop, 
but he believes the field has the potential 
to change computing. “Mother Nature is 
a good model,” he says. “She took five bil-
lion years. Hopefully we’ll take less.” 
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North is not close to the brain, which 
has about 100 billion neurons con-
nected by perhaps 100 trillion syn-
apses, operating on about 20W. 

Going digital was important for 
TrueNorth, says Dharmendra Modha, 
chief scientist for IBM’s Brain Inspired 
Research group, which developed the 
chip. That’s because the learning that 
shapes the neural network is done on 
a separate system, and the network is 
then transferred to the chip where it can 
be run with low energy requirements. 
Doing it that way, Modha says, requires 
a digital approach because that helps 
guarantee one-to-one equivalence be-
tween the software and the hardware, 
which is harder to achieve with analog 
circuits that are prone to signal leakage. 

In the short term, the digital ap-
proach allowed IBM to build a neuro-
morphic chip in the time-frame of a 
government-funded project, says Mod-
ha. The project allowed the company 
to experiment with new architectures 
that could yield practical applications 
soon, and may also lead the way to fu-
ture systems that use analog circuits in 
materials other than silicon. “Our view 
is not analog versus digital,” Modha 
says. Instead, the company is pursuing 
various architectures, materials, and 
approaches to see which pan out and 
which prove useful on the way to the 
ultimate goal of a brain-like computer. 

Similarly, the digital Spiking Neu-
ral Network Architecture (SpiNNaker) 
chip, a massively parallel neural net-
work completed last year at the U.K.’s 
University of Manchester (UManches-
ter) as part of the Human Brain Project, 
may find commercial applications for 
neuromorphic computing in a rela-
tively short time. It is much more flex-
ible than an analog set-up, where the 
network is configured in hardware, or 
TrueNorth, in which training of the 
network takes place off-chip, says Steve 
Furber, ICL Professor of Computer En-
gineering at the School of Computer 
Science at UManchester, who runs the 
project. “If you have a slightly wacky 
idea for a potential application for a 
spiking network, then the easiest ma-
chine to prototype it on would be SpiN-
Naker. When you knew exactly what you 
wanted, you’d probably want to go and 
reengineer it, either in this very efficient 
TrueNorth digital form, or possibly in 
an analog form,” he says. 

ACM 
Member 
News
HELPING CS STUDY  
CROSS DISCIPLINES

“My deep 
interest is 
bringing 
computer 
science to 
everyone,” says 
Carla Brodley, 

dean of the College of Computer 
and Information Science at 
Northeastern University. “I 
think interesting research 
problems arise from putting 
different fields together,” 
reinforcing that 
interdisciplinary studies have 
been a constant theme for her.

After Brodley switched 
majors several times during 
her undergraduate years at 
McGill University, a roommate 
suggested she try taking some 
computer science courses. 
“I wrote Newton’s method 
in Fortran as my second 
assignment, and I fell in love,” 
she recalls. When she asked her 
mother for advice about which 
major to pursue, her mother 
asked if there anything that 
made her forget to eat. “Yes, 
when I am coding,” she replied, 
and decided to become a      
computer science major. Brodley 
v went on to earn her bachelor’s 
degree in mathematics and 
computer science at McGill, 
and then pursued her M.S. and 
Ph.D. degrees, both in computer 
science, from the University of 
Massachusetts at Amherst.

After graduating, Brodley 
spent 10 years teaching in the 
School of Electrical Engineering 
at Purdue University, before 
departing for Tufts University, 
where she was a professor in the 
Department of Computer Science 
and the Clinical and Translational 
Science Institute, working 
primarily on predictive medicine. 
She joined Northeastern as Dean 
in August 2014.

Initiatives she is working 
on at Northeastern include a 
program called Meaningful 
Minors, where programs for 
students minoring in computer 
science are customized to 
complement their majors. She is 
also working to create combined 
majors relevant to computer 
science, such as Criminal 
Justice and Cybersecurity.

 —John Delaney
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age: “It’s a fast-moving space full of 
uncertainty, but there is a great deal of 
promise in the technology.” 

Beyond Biology
Although the idea of using DNA to store 
data extends back to the mid-1960s, it 
wasn’t until 2012 that the concept be-
gan to take shape in any tangible way. 
Then, Church and a team at Harvard 
University figured out how to convert 
digital 1s and 0s into long strings on 
four different nucleotides, also re-
ferred to as bases, comprised of As, Gs, 
Cs, and Ts (for adenine, guanine, cy-
tosine, and thymine). They ultimately 
encoded 70 billion copies of a 53,400-
word book, as well as JPG images and 
a JavaScript program. The team made 
multiple copies of all the data to test 
the accuracy and capacity of the stor-

O
N E  OF  THE  remarkable iro-
nies of digital technology 
is that every step forward 
creates new challenges for 
storing and managing data. 

In the analog world, a piece of paper or 
a photograph never becomes obsolete, 
but it deteriorates and eventually disin-
tegrates. In the digital world, bits and 
bytes theoretically last forever, but the 
underlying media—floppy disks, tapes, 
and drive formats, as well as the codecs 
used to play audio and video files—be-
come obsolete, usually within a few 
decades. Once the machine or media is 
outdated, it is difficult, if not impossi-
ble, to access, retrieve, or view the file.

“Digital obsolescence is a very real 
problem,” observes Yaniv Erlich, assis-
tant professor of computer science at 
Columbia University and a core mem-
ber of the New York Genome Center. 
“There is a constant need to migrate 
to new technologies that don’t always 
support the old technologies.” 

The challenges don’t stop there. 
Current storage technologies—even 
state-of-the-art flash drives—require 
significant space and devour incred-
ible amounts of energy to operate. Ul-
timately, there’s a need to “find a bet-
ter way to store data” while addressing 
these and other issues, Erlich says. 

As a result, researchers are looking 
for more efficient ways to store data 
from books, movies, and myriad other 
digital file formats. One of the most 
promising emerging candidates: DNA 
storage. The technology uses syntheti-
cally produced DNA and a “printing” 
or electrochemical assay process to 
capture data in strings of synthetically 
produced genetic code. 

Unlike existing media and even 
other emerging technologies such as 
holographic and three-dimension-
al (3D) storage, DNA can withstand 
huge variations in temperature, along 

with some variation in moisture. This 
makes it theoretically possible for the 
data to last tens of thousands of years, 
and even to withstand a global disaster. 

The scale of the technology also in-
troduces remarkable possibilities. At 
present, a gram of DNA holds about 
730 million megabytes of data. “You 
could potentially fit a datacenter in 
DNA material the size of a sugar cube,” 
states Georg Seelig, an associate pro-
fessor in the department of electrical 
engineering at the University of Wash-
ington. Already, Microsoft Research 
and Technicolor are eyeing DNA stor-
age, while researchers are inching clos-
er to developing a commercially viable 
storage technology based on DNA. 

Observes George Church, professor 
of genetics at Harvard Medical School 
and a pioneer in the field of DNA stor-

Cracking the Code  
on DNA Storage
Researchers are tapping DNA to create a new and different type  
of storage media. The technology could prove revolutionary.

Technology  |  DOI:10.1145/3088493  Samuel Greengard
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age medium. In the end, they managed 
to store about six petabits, or about a 
million gigabytes of data, within each 
cubic millimeter of DNA. The project 
demonstrated the validity and poten-
tial of the technology.

Over the last few years, various other 
researchers have worked to advance 
DNA storage and they have made im-
portant breakthroughs. For example, 
in 2016, a research team from Micro-
soft and the University of Washington 
reported that it had written approxi-
mately 200 megabytes of data, includ-
ing War and Peace and 99 other liter-
ary classics, into DNA. Early this year, 
Erlich and a research team pushed the 
boundaries further by encoding six 
separate files into a single DNA file: a 
French film (the 49-second Arrival of a 
train at La Ciotat, from 1895, consid-
ered the first motion picture in modern 
history); a complete computer operat-
ing system called KolibriOS; a $50 Am-
azon gift card; a computer virus known 
as Zip Bomb; the contents of the plaque 
carried on the Pioneer spacecraft; and a 
research paper. They chose the mix of 
files because they were more prone to 
“highly sensitive errors,” he says.

What was remarkable about Erlich’s 
research was the ability to push closer 
to the limit of the so-called Shannon 
Information Capacity—which deter-
mines how much information can be 
fit into a unit of a system. Previously, re-
searchers had been able to place about 
0.9 bits per nucleotide; the Columbia 
University researchers pushed the fig-
ure to about 1.6. Altogether, the team 
achieved a storage density of about 
215 petabytes per gram of DNA, while 
improving the speed to read data and 
reducing the cost by roughly 60%. “We 
were able to achieve far greater robust-
ness and reliability within the storage 
mechanism,” he explains. 

One of the keys to success was that 
the team tapped an advanced algorithm 
that significantly improved error correc-
tion. A problem with DNA storage is that 
the enzymes used for copying data aren’t 
perfect; the DNA deteriorates during the 
copying process—and errors wind up 
in the code. “If you think about regular 
storage devices, such as a hard drive or 
a flash drive, this is completely unac-
ceptable,” Erlich says. “You want to be 
able to read the file tens of thousands of 
times.” However, after copying the origi-

nal sample file 25 times and then copy-
ing the copy nine more times (essentially 
reaching a factor of 10 to the power of 15 
copies), the team found that while the re-
sults were noisier and more error-prone, 
they could use an error correction meth-
od to view the data accurately.

The group conducted one last ex-
periment that further supported the 
viability of the technology. Researchers 
took the DNA molecules that contained 
the data and used a dilution method to 
damage the DNA sample. The result? 
Using the algorithm, which works like 
a Sudoku puzzle by tapping a few cells 
to create hints about the content of the 
file without actually sending the file, 
“We could still perfectly retrieve the 
information, and we showed that we 
can get to an information density of 
215 petabytes per 1 gram of DNA. To 
the best of our knowledge, this is prob-
ably the densest human-made storage 
device ever created.”

Forward Thinking
Although researchers are pushing 
DNA storage forward, numerous chal-
lenges remain. The biggest obstacle 
right now is the price tag, which works 
out to about to about $3,500 per mega-
byte of storage. Even with researchers 
at Columbia University reducing DNA 
storage costs by about 60%, the figure 
would probably have to reach about a 
600% improvement to tip the scale to a 
commercially viable solution. 

“Right now, cost is an enormous road-
block,” states Sri Kosuri, an assistant pro-
fessor of chemistry and biochemistry at 
the University of California, Los Angeles 

The key technical 
challenge is that not 
all DNA sequences 
are created equal, 
and the efficiency 
and accuracy of the 
coding process can 
vary based on the 
sequencing pattern.

(UCLA), and a member of Church’s 2012 
team. Currently, Kosuri notes, most DNA 
research and funding are focused on ge-
nome and biomedical research, which 
has enormous and growing commer-
cial viability. Yet, “There’s no reason 
the price couldn’t drop. It’s a question 
of scaling and advancing the technol-
ogy to make it viable.”

The key technical challenge, which 
factors directly into the cost issue, is 
that not all DNA sequences are cre-
ated equal, and the efficiency and ac-
curacy of the encoding process can 
vary based on the sequencing pattern. 
For example, DNA sequences with high 
GC content or long homopolymer runs 
(such as AAAAAA… coding) are dif-
ficult to synthesize and more prone 
to sequencing errors. At present, this 
requires rewriting the DNA code in a 
different way. One way for researchers 
to potentially reduce latency and costs 
that might result from this problem is 
to produce DNA material faster, but at 
lower quality. Seelig describes this as 
“quantity over quality.”

Already, algorithms such as the one 
Erlich used can sidestep many poten-
tial problems through error correc-
tion. In the future, better DNA printing 
systems, along with improved error-
correction algorithms, will almost cer-
tainly drive down the cost further. 
Ultimately, “The more information 
you can store in fewer copies of a DNA 
molecule without having to add much 
logic redundancy, the better your stor-
age becomes,” Seelig points out. In the 
future, this could also mean that the 
capacity of a gram of DNA could be re-
duced from 200 petabytes of material 
to, say, two petabytes per gram. “At that 
point, it becomes an economical fea-
sible technology,” Erlich says.

Larger questions also loom about 
how the technology might play out 
in a practical sense. Reinhard Heck-
el, a postdoctoral researcher at U.C. 
Berkeley, says current DNA storage 
appears to be limited to archival solu-
tions. “Because it doesn’t look like it 
will write or read very fast, it’s more 
likely to serve as a form of archival 
storage,” he says. For the foreseeable 
future, “It will probably be best suited 
for information that must be stored 
for decades and for preserving the im-
portant information of the world, sort 
of like a global seed vault.” There are 
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also questions about whether future 
computing frameworks—which could 
delve into organic or molecular mod-
els—would be fully compatible with 
DNA storage systems.

Still, the technology is marching for-
ward. DNA storage could introduce new 
and intriguing possibilities over the 
next decade, including radical advances 
in cloud storage and far more versatile 
ways to store data, experts say. “Micro-
soft and other companies are interested 
in this space simply because the volume 
of data is growing exponentially. There’s 
a need to develop better ways to store 
massive amounts of data, particularly 
over long time periods,” Seelig says. 

The use of DNA to store data might 
also unleash new and radically differ-
ent possibilities that extend beyond 
conventional storage arrays. This in-
cludes loading data into food and 
medicine, and possibly combining 

DNA storage with molecular comput-
ing and synthetic biology. Because 
synthetic DNA molecules are extraor-
dinary small, some intriguing possibil-
ities emerge through combining DNA 
storage with computational systems.

In fact, no one is exactly sure where 
the research in DNA storage technology 
will lead. Concludes Seelig: “The inter-
section of molecular science and com-
puting models is remarkable because 
DNA molecules can be programmed to 
act like simple computers that can sense 
and respond to their environment. They 
also open up the possibility of quickly 
and efficiently searching for informa-
tion stored in a vast DNA archive.” 
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Seventeen computer scientists were 
among the 84 new members and 
22 new foreign members recently 
announced by The National 
Academy of Engineering (NAE). 

NAE’s newest members in 
computer science include:

 ˲ Jingsheng Jason Cong, 
Chancellor’s Professor and Direc-
tor, Center for Domain-Specific 
Computing, computer science de-
partment, at the University of Cali-
fornia, Los Angeles, for “pioneering 
contributions to application-
specific programmable logic via 
innovations in field-programmable 
gate array synthesis.”

 ˲ Mark David Dankberg, 
chairman and CEO of ViaSat Inc., 
for “contributions to broadband 
Internet communications via 
satellite.”

 ˲ Whitfield Diffie, adviser, 
Black Ridge Technology, “for the 
invention of public key cryptogra-
phy and for broader contributions 
to privacy.” Diffie shared the 2015 
ACM A.M. Turing Award with Mar-
tin Hellman for critical contribu-
tions to modern cryptography.

 ˲ Ali H. Dogru, chief tech-
nologist and fellow, computational 
modeling technology, EXPEC ARC, 
Saudi Aramco/Saudi Arabian Oil 
Co., “for the development of high-
performance computing in hydro-
carbon reservoir simulation.”

 ˲ Leonidas J. Guibas, Paul 
Pigott Professor of Computer Sci-
ence and Electrical Engineering, 
computer science department, 
Stanford University, “for contribu-
tions to data structures, algorithm 
analysis, and computational 
geometry.”

 ˲ Julia Hirschberg, Percy K. 
and Vida L.W. Hudson Professor 
of Computer Science, and chair, 
department of computer science, 
Columbia University, “for con-
tributions to the use of prosody 
in text-to-speech and spoken 
dialogue systems, and to audio 
browsing and retrieval.”

 ˲ Dina Katabi, professor, 
computer science and artificial 
intelligence laboratory, Massa-
chusetts Institute of Technology,  
“for contributions to network 
congestion control and to wireless 
communications.” In 2012, the 
Katabi was awarded the ACM Grace 
Murray Hopper Award for contribu-
tions to the theory and practice of 
network congestion control and 
bandwidth allocation.

 ˲ Tsu-Jae King Liu, TSMC 
Distinguished Professor in Micro-
electronics and chair, department 
of electrical engineering and 
computer sciences, University of 
California, Berkeley, “for contribu-
tions to the fin field effect transis-
tor (FinFET) and its application to 

nanometer complementary metal-
oxide-semiconductor (CMOS) 
technology.”

 ˲ Yann A. LeCun, director, AI 
Research, Facebook, “for develop-
ing convolutional neural networks 
and their applications in computer 
vision and other areas of artificial 
intelligence.”

 ˲ George T. Ligler, consultant, 
GTL Associates, “for leadership 
and engineering innovation in 
specifying and implementing 
complex computer-based systems 
for aviation and the U.S. Census.”

 ˲ Steven B. Lipner, executive 
director, SAFECode, “for devel-
oping and deploying practical 
methods for engineering secure 
software and computer systems.”

 ˲ George Varghese, Chancel-
lor’s Professor, department of 
computer science, University of 
California, Los Angeles, “for net-
work algorithmics that make the 
Internet faster, more secure, and 
more reliable.”

 ˲ Katherine A. Yelick, associ-
ate laboratory director, computer 
science, Lawrence Berkeley 
National Laboratory, and profes-
sor, electrical engineering and 
computer science, University of 
California, Berkeley, “for software 
innovation and leadership in high-
performance computing.” Yelick 
received the ACM-W Athena Award 

in 2012 and the ACM-IEEE CS Ken 
Kennedy Award for 2015.

Computer scientists among 
the new Foreign Members of NAE 
include:

 ˲ Chieko Asakawa, chief 
technology officer for accessibility 
research and technology, IBM Re-
search Tokyo, “for developing tech-
nologies for the visually impaired 
to access digital information.”

 ˲ Stéphane Mallat, professor, 
computer science, École Normale 
Supérieure, “for contributions to 
the fast wavelet transform and mul-
tiresolution signal processing.”

 ˲ Heung-Yeung Shum, execu-
tive vice president, technology and 
research, Microsoft Corp., “for 
contributions to computer vision 
and computer graphics, and for 
leadership in industrial research 
and product development.”

 ˲ Joseph Sifakis, professor, 
School of Computer and Commu-
nication Science, École Polytech-
nique Federale de Lausanne, “for 
co-inventing model checking and 
for contributions to the develop-
ment and verification of real-
time and embedded systems.” 
He shared the ACM A.M. Turing 
Award for 2007 with Edmund 
Clarke and E. Allen Emerson.

The new members will be 
inducted in a ceremony on Oct. 8. 

—Lawrence M. Fisher

Milestones

NAE’s Newest Include 17 Computer Scientists
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other factor. Artificial neural networks, 
which are patterned after the arrange-
ment of neurons in the brain and the 
connections between them, are at the 
heart of much of modern AI, and to 
do a good job on hard problems they 
require teraflops of processing power 
and terabytes of training data.

Michael Witbrock, a manager of 
Cognitive Systems at IBM Research, 
says about two-thirds of the advances 
in AI over the past 10 years have come 
from increases in computer process-
ing power, much of that from the use 
of graphics processing units (GPUs). 
About 20% of the gain came from big-
ger datasets, and 10% from better algo-
rithms, he estimates. That’s changing, 
he says; “Advances in the fundamental 
algorithms for learning are now the 
main driver of progress.”

Witbrock points, for example, to 
a technique called reinforcement 
learning, “systems which can build 
models that hypothesize about what 
the world might look like.” In re-

A
R T I F I C I A L  I N T E L L I G E N C E 

( A I ) ,  once described as 
a technology with per-
manent potential, has 
come of age in the past 

decade. Propelled by massively par-
allel computer systems, huge data-
sets, and better algorithms, AI has 
brought a number of important 
applications, such as image- and 
speech-recognition and autonomous 
vehicle navigation, to near-human 
levels of performance.

Now, AI experts say, a wave of even 
newer technology may enable systems 
to understand and react to the world 
in ways that traditionally have been 
seen as the sole province of human 
beings. These technologies include al-
gorithms that model human intuition 
and make predictions in the face of 
incomplete knowledge, systems that 
learn without being pre-trained with 
labeled data, systems that transfer 
knowledge gained in one domain to 
another, hybrid systems that combine 
two or more approaches, and more 
powerful and energy-efficient hard-
ware specialized for AI.

The term “artificial intelligence” 
was coined by John McCarthy, a math 
professor at Dartmouth, in 1955 when 
he—along with Marvin Minsky of the 
Massachusetts Institute of Technolo-
gy (MIT), Claude Shannon of Bell Lab-
oratories, and Nathaniel Rochester of 
IBM—said they would study “the con-
jecture that every aspect of learning or 
any other feature of intelligence can 
in principle be so precisely described 
that a machine can be made to simu-
late it.” McCarthy wanted to “find out 
how to make machines use language, 
form abstractions and concepts, solve 
kinds of problems now reserved for 
humans, and improve themselves.” 
That is not a bad description of the 
goals of AI today.

The path of AI over the ensuing 62 
years has been anything but smooth. 
There were early successes in areas 
such as mathematical problem solving, 
natural language, and robotics. Some of 
the ideas that are central to modern AI, 
such as those behind neural networks, 
made conceptual advances early on. Yet 
funding for AI research, mostly from 
the U.S. government, ebbed and flowed, 
and when it ebbed the private sector did 
not take up the slack. Enthusiasm for AI 
waned when the grandiose promises by 
researchers failed to be met.

AI Comes of Age
A turning point for AI, and for the pub-
lic’s perception of the field, occurred 
in 1997 when IBM’s Deep Blue super-
computer beat world champion Garry 
Kasparov at chess. Deep Blue could 
evaluate 200 million chess positions 
per second, an astonishing display of 
computer power at the time. Indeed, 
advances in AI over the past 10 years 
owe more to Moore’s Law than to any 

Artificial Intelligence Poised 
to Ride a New Wave 
Flush with recent successes, and pushed by even  
newer technology, AI systems could get much smarter.

Society | DOI:10.1145/3088342  Gary Anthes

Chinese professional Go player Ke Jie preparing to make a move during the second game of a 
match against Google’s AlphaGo in May 2017.
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inforcement learning, systems are 
not trained in advance with huge 
amounts of labeled data—which is 
called “supervised learning”—but 
are simply rewarded when they get 
the right answer. In a sense, they are 
self-trained. This psychology-based 
approach more nearly represents the 
way humans learn.

Reinforcement learning is useful in 
games such as chess or poker, which 
have clearly defined objectives for 
which system developers don’t know 
in advance how to achieve the desired 
outcome. The machine plays millions 
of games against itself, and gradually 
adapts its behavior to strategies that 
tend to win. 

Animals and Humans Do It
According to Yann LeCun, director of 
AI research at Facebook, supervised 
learning is the dominant AI method to-
day, while reinforcement learning oc-
cupies a niche mostly in games. 

A third type of learning, called pre-
dictive learning, is emerging. It is un-
supervised, meaning it does not need 
to be trained with millions of human-
labeled examples. “This is the main 
form of learning that animals and hu-
mans use,” LeCun says. “It allows us 
to learn by observation.” Babies easily 
learn that when one object moves in 
front of another, the hidden object is 
still there, and that when an object is 
not supported, it falls. No one teaches 
the baby those things by giving it rules 
or labeled examples.

“We don’t yet quite know how to re-
produce this in machines, and that’s 
a shame,” LeCun says. “Until we learn 
how to do this, we will not go to the 
next level in AI.” 

Meanwhile, predictive learning has 
become one of the hottest topics in AI 
research today.

Predictive learning is alluring be-
cause it represents a step toward human 
ways of thinking, but also because it re-
duces or eliminates the expensive cura-
tion of big databases of labeled data. 
“You just show the machine thousands 
of hours of video, and it will eventually 
figure out how the world works and how 
it’s organized,” LeCun says. 

Facebook and others are develop-
ing ways to predict the occurrence of 
a word in a block of text based on the 
known words around it. A popular 
technique called Word2Vec, proposed 
by Tomas Mikolov (then at Google and 
now at Facebook AI Research), learns 
to represent words and text in the form 
of vectors, or lists of numbers, that 
contain the characteristics of a word, 
such as syntactic role and meaning. 
Such unsupervised word-embedding 
methods are widely used in natural 
language understanding and language 
translation applications.

Another promising new approach to 
unsupervised predictive learning lies in 
something called generative adversari-
al networks (GAN), in which two neural 
nets train themselves by competing in 
a zero-sum game to produce photore-
alistic images. Originally proposed by 

Ph.D. candidate Ian Goodfellow (now 
at OpenAI), GANs are able to learn re-
usable image feature representations 
from large sets of unlabeled data. One 
experimental application can predict 
the next frame in a video, given some of 
the frames that precede it. LeCun calls 
GANs “the most interesting idea in ma-
chine learning in the last 10 years.” 

Unsupervised predictive learning 
systems will be able to show some 
of the “common sense” that comes 
so easily to humans, says AI pioneer 
Geoffrey Hinton, an engineering fel-
low at Google. For example, in the 
sentence, “The trophy would not fit in 
the suitcase because it was too small,” 
humans know immediately that “it” 
refers to the suitcase, not the trophy. 
It’s important to know that when 
translating the sentence into French, 
because the two nouns have different 
genders in French. “Neural nets can’t 
handle that very well at present,” Hin-
ton says, “but they will one day when 
they are big enough to hold a lot of 
real-world knowledge.”

Last year AlphaGo, developed by 
Google DeepMind, surprised the world 
when it became the first AI system to 
beat a Go professional in a five-game 
match. Chess programs can evaluate 
possible moves far ahead in the game, 
but Go programs are unable to do that 
because the number of possible moves 
quickly becomes astronomical. “Al-
phaGo depends on neural nets having 
the ability to model intuitive reasoning 
based on patterns, as opposed to logi-
cal reasoning,” Hinton says. “That’s 
what Go masters are good at. ” 

AlphaGo is a hybrid of supervised 
learning and reinforcement learning. 
It was initially trained on a database 
of 30 million moves from historical 
games; then it was improved, via rein-
forcement learning, by playing many 
games against itself. AlphaGo uses one 
neural net to decide which moves are 
worth considering in any given posi-
tion, and another neural net to evalu-
ate the position it would arrive at after 
a particular sequence of moves. Hinton 
estimates that AlphaGo uses 10,000 
times as much compute power as Deep 
Blue did 20 years ago.

AI as Pal
Manuela Veloso, head of the Machine 
Learning Department at Carnegie-A taxonomy of Unsupervised Learning.
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pairs of translated words and phrases. 
“It suggests there’s an ‘interlingua’ the 
neural net is learning; a high-level rep-
resentation of the meaning of sentenc-
es, beyond any particular language,” 
Hinton says. 

Yet work remains to be done to vali-
date this hypothesis, to understand the 
system, and to make it work better. “It’s 
still not quite as good as a really good 
human translator,” Hinton says.  
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“There will be  
this symbiosis  
between humans  
and machines,  
in the same sense  
that humans need 
other humans.” 

Mellon University, predicts that for 
many years to come AI systems will 
collaborate with humans, rather 
than replacing them. “There will be 
this symbiosis between humans and 
machines, in the same sense that hu-
mans need other humans,” she says.

Asked where AI systems are weak 
today, Veloso says they should be 
more transparent. “They need to ex-
plain themselves: why did they do 
this, why did they do that, why did 
they detect this, why did they recom-
mend that? Accountability is abso-
lutely necessary.”

IBM’s Witbrock echoes the call for 
humanism in AI. He has three defini-
tions of AI, two of them technical; the 
third is, “It’s an embodiment of a hu-
man dream of having a patient, help-
ful, collaborative kind of companion.”

Just such a companion is in the 
dreams of Facebook engineers. They 
foresee a day when every Facebook user 
has his or her own personalized virtual 
assistant. “The amount of computa-
tion required would be enormous,” 
LeCun cautions. “We are counting on 
progress in hardware to be able to de-
ploy these things.” AI developers say 
progress will come from greater use 
of specialized processors like GPUs, 
as well as from entire systems de-
signed specifically for running neural 
networks. Such systems will be much 
more powerful and more energy-effi-
cient than those in use today. 

Meanwhile, some approaches to 
AI are so new that even their develop-
ers don’t know exactly how they work. 
Google Translate learned to translate 
among 103 languages by being trained 
separately in individual language 
pairs—English to French, German to 
Japanese, and so on. But all of these 
unique pairwise combinations entail 
large development and processing 
costs, so Google developed a “transfer-
learning” system that can drastically 
cut costs by applying the knowledge 
learned in one application to another. 
Remarkably, it has shown it can trans-
late between pairs of languages it has 
never encountered before. 

Called “zero-shot” translation, 
the Google system extracts the inher-
ent “meaning” of the input language 
(which does not have to be specified) 
and uses that to translate into another 
language without reference to stored 

Milestones

AAAS 
Adds New 
Members  
The American Academy of Arts 
and Sciences (AAAS) recently 
expanded its membership 
with the addition of 228 new 
members, including seven 
computer scientists. 

“It is an honor to welcome 
this new class of exceptional 
women and men as part of our 
distinguished membership,” 
said Don Randel, chair of the 
Academy’s Board of Directors. 
“Their talents and expertise will 
enrich the life of the Academy 
and strengthen our capacity 
to spread knowledge and 
understanding in service to the 
nation.” 

“In a tradition reaching 
back to the earliest days of our 
nation, the honor of election 
to the American Academy is 
also a call to service,” said 
Academy president Jonathan F. 
Fanton. “Through our projects, 
publications, and events, the 
Academy provides members 
with opportunities to make 
common cause and produce the 
useful knowledge for which the 
Academy’s 1780 charter calls.” 

Computer scientists in the 
new class include: 

 ˲ Thomas E. Anderson, 
University of Washington

 ˲ Hari Balakrishnan, Massa-
chusetts Institute of Technology

 ˲ John C. Mitchell, Stanford 
University

 ˲ Daniela Rus, Massachu-
setts Institute of Technology  

 ˲ Fred B. Schneider, Cornell 
University

 ˲ Katherine A. Yelick, Uni-
versity of California Berkeley/
Lawrence Berkeley National 
Laboratory 

Also to be inducted as a 
Foreign Honorary Member is 
computer scientist Giovanni De 
Micheli of École Polytechnique 
Fédérale de Lausanne.

The new class will be 
inducted at a ceremony on Oct. 
7 in Cambridge, MA. 

The American Academy 
of Arts and Sciences is one of 
the country’s oldest learned 
societies and independent 
policy research centers, 
convening leaders from the 
academic, business, and 
government sectors to respond 
to the challenges facing the 
nation and the world.
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Jean E. Sammet 1928–2017 
In 1977, she organized and chaired 

the first History of Computing Com-
mittee for the American Federation 
of Information Processing Societies, 
which encouraged the creation of ar-
chives for industry professionals’ ma-
terials. Said Sammet, “From child-
hood on, I hated to throw papers 
away. As I became an adult, this char-
acteristic merged with my interest in 
computing history. As a result, I cre-
ated important files and documents 
of my own, and became concerned 
with having other people publish ma-
terial on their important work so the 
facts (rather that the myths) would be 
known publicly.”

ACM celebrated Sammet in 1985 
with its Distinguished Service Award 
“for advancing the art and science of 
computer programming languages and 
recording its history. “

Sammet retired from IBM in 1988. 
She served on the board of directors of 
the Computer History Museum 1983-
1993, and on the board and executive 
committee of the Software Patent Insti-
tute 1991-1998. 

In 1989, the Association for Women 
in Computing presented Sammet its 
Ada Lovelace Award.

In 1994, Sammet was named a Fellow 
of the ACM.

In 1997, she shared SIGPLAN’s Dis-
tinguished Service Award with J.A.N. Lee.

In 2001, Sammet was named a Fellow 
of the Computer History Museum. 

In 2009, IEEE gave her its Computer 
Pioneer Award “for pioneering work 
and lifetime achievement as one of 
the first developers and researchers in 
programming languages.”

In 2013, the National Center for 
Women & Information Technology (NC-
WIT) bestowed its Pioneer Award on her.

Sammet maintained an enormous 
collection of materials on program-
ming languages, which were to be 
housed at the Charles Babbage Insti-
tute Center for the History of Infor-
mation Technology at the University 
of Minnesota upon her demise. 

—Lawrence M. Fisher

J
EAN E.  SAMMET,  an Ameri-
can computer scientist who 
served as the first female pres-
ident of ACM, passed away on 
May 21 at the age of 89.

Sammet was born March 23, 1928 
in New York City.  She received a bach-
elor’s degree in mathematics from 
Mount Holyoke College in 1948, and a 
master’s degree in that discipline from 
the University of Illinois at Urbana- 
Champaign in 1949. 

In 1951, Sammet joined Metropoli-
tan Life Insurance, but left to pursue a 
doctorate in mathematics at Columbia 
University. She worked as a teaching 
assistant at Barnard College for a year, 
before deciding to leave academia. (She 
did not complete doctoral studies, but 
received an honorary doctor of science 
degree from Mount Holyoke in 1978).

From 1953 to 1958, Sammet was a 
mathematician for Sperry Gyroscope 
(now part of Unisys) in New York, work-
ing on mathematical analysis problems. 

In 1955, the company asked her to 
program the Sperry Electronic Digital 
Automatic Computer. Sammet became 
leader of an “open shop” of program-
mers acting as consultants to engineers 
and working with scientists who assist-
ed them in writing and testing routines. 

Sylvania Electric Products hired 
Sammet in 1958 to oversee software 
development for the U.S. Army’s Mo-
bile Digital Computer. She served as 
staff consultant for programming re-
search, and was a member of the origi-
nal COBOL group. 

In 1961, she moved to IBM, where 
she researched the use of restricted 
English as a programming language 
and the use of natural language for 
mathematical programs. 

During the mid-1960s, Sammet de-
veloped FORMAC (Formula Manipu-
lation Compiler), the first widely used 
computer language for symbolic ma-
nipulation of mathematical formulas. 

ACM Activities
Understanding the importance of ex-
changing information with others 

working with languages and soft-
ware, Sammet contacted ACM’s 
then-president George Forsythe, who 
named her chairperson of the Spe-
cial Interest Committee on Symbolic 
and Algebraic Manipulation (SIC-
SAM, later the Special Interest Group 
on Symbolic and Algebraic Manipu-
lation, SIGSAM).

In 1966, Sammet was elected ACM’s 
Northeast Regional Representative. 
She was also a member of the ACM 
Council, and was named ACM lecturer 
in 1967, 1968, and 1972. In 1968, Sam-
met was named chairperson of the 
ACM Committee on SIGs and SICs.

In 1971, she was elected chair of 
the ACM Special Interest Group on 
Programming Languages (SIGPLAN), 
a post she resigned when elected vice 
president of ACM in 1972. 

While vice president, ACM’S then-
president Anthony Ralston asked her 
to chair the first ACM Long Range 
Planning Committee (LRPC).  In 1974, 
Sammet was elected the first female 
president of ACM, and continued to 
work with the LRPC. A final report 
from the committee recommended 
principles to be used as guidelines for 
ACM activities. 

In 1975, Sammet was named an 
honorary member of Upsilon Pi Epsi-
lon, the International Honor Society 
for the Computing and Informa-
tion Sciences.

In Memoriam  |  DOI:10.1145/3099559  Lawrence M. Fisher
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topus. It would wrap its legs around 
the victim’s face and insert a tube 
down the victim’s throat. It wrapped 
its long tail around the victim’s neck 
and squeezed. The victim would enter 
a form of coma, while the egg the face-
hugger implanted into the abdomen 
would incubate into a drone (or queen) 
and burst through the stomach of the 
victim, thus completing a phase of the 
alien life cycle.

There was no way to safely remove 
the facehugger once attached. Touch-
ing the facehugger caused it to tighten 
its tail and restrict the flow of air to the 
lungs. Cutting it caused its corrosive 
alien blood to bleed out and disinte-
grate everything it seeped through (in-
cluding the floors of the spaceship). 
Try as they did the crew’s scientists 
could not find a way to safely remove 
facehuggers from their victims.

The AIDS Trojan and the facehu-
gger idea defined in our minds the 
“where we are now” versus where ma-
licious software attacks might evolve 

C
RY PTOV IROLOG Y WAS  BORN 

out of scientific curiosity of 
what the future may hold for 
software attacks that merge 
cryptographic technology 

with malware. It started at Columbia 
University as a natural by-product of 
an unnatural union: a former hacker 
placed in a room with a cryptogra-
pher, both given ample time with 
which to contemplate the dystopia 
of tomorrow. Collectively, given our 
backgrounds, we had amassed a body 
of highly unconventional scientific 
problems that hackers face when in-
filtrating computer systems as well as 
the foundational cryptography with 
which to solve those problems.

Our list of problems included the 
following question: How devastating 
could the most insidious malicious 
software attack be against a target? 
To put things in perspective this was 
circa 1995. Many people had not heard 
of the Internet, and among those that 
did, many were obtaining an email 

address for the first time. The typical 
home computer was not online all the 
time. Users had to use dial-up modems 
when they wanted to check email. USB 
technology did not exist. 3.5-inch flop-
py disks were the norm. Cryptography, 
for millennia, had been perceived as 
a purely protective technology, and in 
particular as a way to hide the content 
of messages, secure data at rest, and 
authenticate users.

On the one hand we were aware of 
the failed AIDS Information Trojan 
that scrambled the names of the vic-
tim’s files using a symmetric key and 
demanded a ransom to unscramble 
them. From a technological perspec-
tive this attack crumbled since the de-
cryption key could be extracted from 
the code of the Trojan.

In addition, we had in mind the 
grotesque vision of H.R. Giger in the 
science-fiction movie Alien.5 Of par-
ticular interest to us was the alien 
facehugger. This creature resembled 
a cross between an insect and an oc-

Privacy and Security  
Cryptovirology:  
The Birth, Neglect, and 
Explosion of Ransomware
Recent attacks exploiting a known vulnerability continue  
a downward spiral of ransomware-related incidents. 

DOI:10.1145/3097347 Adam L. Young and Moti Yung
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symmetry between the view of an an-
tivirus analyst and the view of the at-
tacker. The view of the antivirus analyst 
is the malware code and the public key 
it contains. The view of the attacker 
is the malware code, the public key it 
contains, and the corresponding pri-
vate key. The malware can perform 
trapdoor one-way operations on the 
victim’s machine that only the attacker 
can undo. A multitude of cryptovirol-
ogy attacks, both overt and covert in 
nature, are based on the unique advan-
tage this gives to the attacker. These 
methods weaponize cryptography as 
an attack tool as opposed to the previ-
ous uses that were defensive in nature.

In our 2004 book Malicious Cryp-
tography: Exposing Cryptovirology9 we 
presented the following analogy: cryp-
tovirology is to penetrating computer 
systems as cryptanalysis is to cracking 
ciphers. It is a proactive anticipation of 
the opponent’s next move and suggests 
that certain countermeasures should 
be developed and put into place. To 
counter cryptoviral extortion we rec-
ommended a diligent backup strategy 
and searching for crypto code where it 

to, respectively. We sought a digital 
analogue of the facehugger, namely, a 
forced symbiotic relationship between 
a computer virus and its host where 
removing the virus is more damaging 
than leaving it in place.

But what we discovered was not ex-
actly that which we sought. We discov-
ered the first secure data kidnapping 
attack. We called it cryptoviral extor-
tion. In cryptoviral extortion, the at-
tacker generates a key pair for a public 
key cryptosystem and places the “pub-
lic encryption key” in the cryptovirus. 
The corresponding “private decryp-
tion key” is kept private. The crypto-
virus spreads and infects many host 
systems. It attacks the host system by 
hybrid encrypting the victim’s files: 
encrypting the files with a locally gen-
erated random symmetric key and en-
crypting that key with the public key. It 
zeroizes the symmetric key and plain-
text and then puts up a ransom note 
containing the asymmetric ciphertext 
and a means to contact the attacker. 
The victim sends the payment and the 
asymmetric ciphertext to the attacker. 
The attacker receives the payment, de-

crypts the asymmetric ciphertext with 
his private key, and sends the recov-
ered symmetric key to the victim. The 
victim deciphers his files with the sym-
metric key.

At no point is the private key re-
vealed to the victims. Only the attacker 
can decrypt the asymmetric ciphertext. 
Furthermore, the symmetric key that a 
victim receives is of no use to other vic-
tims since it was randomly generated.

We presented this attack along with 
the facehugger analogy at the 1996 
IEEE Security and Privacy conference.8 
The discovery was perceived as being 
simultaneously innovative and some-
what vulgar. Years later, the media re-
labeled the cryptoviral extortion attack 
as ransomware. In the conference pa-
per we proposed that electronic money 
could be extorted by the attacker. This 
is what happens today using bitcoin. 
We have observed that what we de-
scribed over 20 years ago is the exact 
“business model” used today in an esti-
mated $1 billion-a-year criminal indus-
try: the industry of ransomware.

We discovered that public key cryp-
tography holds the power to break the 
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theless severe since organizations and 
individuals were not diligent enough 
in patching.

We finally point out that cryptovirol-
ogy has influenced popular culture as 
well, inspiring the plot in Barry Eisler’s 
techno-thriller Fault Line.3 

Over the years we have observed a 
palpable reluctance by security com-
panies to describe the cryptoviral ex-
tortion attack in detail and discuss 
countermeasures. We view this as be-
ing fundamentally flawed; it is the clas-
sic phenomenon of “reactive security” 
(acting after the attack) as opposed to 
the preventative “proactive security.”

We believe ransomware is the tip 
of the iceberg. Most cryptovirology 
attacks are covert in nature, allow-
ing the adversary to securely steal 
information completely unnoticed. 
These attacks would slip past or sty-
mie the vast majority of computer 
incident response teams. It took over 
20 years for cryptoviral extortion to 
gain worldwide recognition, and it 
appears that the bulk of these other 
attacks, which are fully described in 
the scientific literature, are heading 
in the same direction: destined to be 
overlooked until a large-scale real-
world attack is publicized. Santaya-
na’s aphorism: “those who cannot 
remember the past are condemned 
to repeat it”4 seems to apply equally 
well to malicious cryptography. 
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does not belong. We warned the public 
about these threats and similar ones 
by publishing our findings, thereby 
providing a significant head start to de-
velop and deploy defenses.

It has been a long road that we 
have followed, fraught with skepti-
cism and criticism, ultimately re-
sulting in worldwide recognition 
that cryptoviral extortion is a severe 
threat. Over the years we have given 
numerous lectures on cryptovirol-
ogy. We have experienced the spec-
trum of possible reactions. Some 
concurred that the threat is real. Oth-
ers insisted that cryptoviral extortion 
was pointless, that it offered nothing 
to the attacker beyond deleting the 
hard drive. Still others professed that 
no victim would ever pay.

Shortly after we published our 
book, it was met with harsh criticism. 
An expert who had written books on 
computer viruses published a scath-
ing review, concluding that for those 
seriously involved in the study of 
malware the book is of “little practi-
cal use.” This opinion directly trans-
lates to telling the public there is no 
need to worry about ransomware. We 
attributed such reactions to the in-
herent resistance many people feel 
toward new ideas, especially ideas 
that merge two previously distinct 
disciplines, in this case, malware and 
cryptography. It seemed to us that the 
difficulties known as the “innovator’s 
dilemma”2 apply also to proactively 
addressing threats and risks.

Cryptovirology has proven itself to 
be a formidable threat. Ransomware 
attacks make the news daily. Victims 
include individuals, hospitals, police 
precincts, universities, transporta-
tion systems, and government of-
fices. We even saw the development 
of “ransomware as a service” where 
cryptovirology tools are sold to crimi-
nals that perpetrate cryptoviral ex-
tortion (for more details on ransom-
ware, see https://en.wikipedia.org/
wiki/Ransomware). This past year 
we have witnessed a vicious down-
ward spiral: the more organizations 
that were attacked, the more news 
coverage there was on ransomware. 
The more news coverage there was 
on ransomware, the more criminals 
got in on the action, prompting ever 
more news coverage. The media 

amplified cryptovirology awareness 
among law-abiding citizens and 
criminals alike.

Social and legal reactions to the 
damage followed. In fact, the trip fur-
ther down the spiral changed the very 
definition of a “computer breach.” 
Prior, a computer breach was synony-
mous with the exfiltration of sensi-
tive data from an organization. This 
past year the meaning expanded to 
account for ransomware. A recent 
fact sheet published by the U.S. De-
partment of Health and Human 
Services on ransomware and HIPAA 
states that when electronically pro-
tected health information is encrypted 
by ransomware a breach has occurred 
and the incident therefore constitutes 
a disclosure that violates HIPAA.6 The 
justification for this definition is that 
the adversary has taken control of 
sensitive health information. This is 
a significant change in the definition 
of a computer “breach” since now, due 
to the threat of cryptoviral extortion, a 
breach can occur even when no sensi-
tive data is exfiltrated!

A highly publicized and effective 
ransomware attack was carried out 
against the Hollywood Presbyterian 
Medical Center, and the hospital 
paid $17,000 in bitcoin for restora-
tion. This, along with the epidemic 
levels of similar attacks, prompted 
the state of California to enact a new 
law that addresses ransomware.1 “SB-
1137 Computer crimes: ransomware” 
amends Section 523 of the Penal Code 
to outlaw the introduction of ransom-
ware into a computer system with the 
intent of extorting money. Reuters 
reported that the WannaCry crypto-
worm from May 2017 locked up more 
than 200,000 computers in more than 
150 countries.7 The attack exploited a 
vulnerability hoarded by the NSA that 
was exposed by whistle-blowers and 
later patched. The attack was none-

Cryptovirology has 
proven itself to be  
a formidable threat.
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of the gig-economy, and to inform leg-
islators of the potential benefits and 
pitfalls of the gig-economy (thereby 
facilitating the creation of effective 
policy). We anticipate that Communi-
cations readers will be heavily involved 
in research relating to the effective de-
sign and functioning of gig-economy 
markets, which will subsequently in-
form significant research addressing 
firm- and individual-level effects. We 

A
LTHOUGH  G IG -ECONOMY 

PLATF ORMS  like Uber, 
Postmates, and Thumb-
Tack have captured the 
attention of policymakers 

and practitioners, research has only 
begun to tackle a $26B phenomenon17 
that is estimated to grow dramatically 
in the coming years. Gig-economy plat-
forms, defined as digital, service based, 
on-demand platforms that enable flex-
ible work arrangements19 are a unique 
recent addition to the broader category 
of peer-to-peer platform business-
models, which previously comprised 
intermediaries facilitating the ex-
change of tangible goods (for example, 
Etsy, eBay, or Alibaba). 

New phenomena come with new 
research questions. To date, such re-
search has examined a variety of im-
portant topics, including consumer 
surplus,14,16 drunk driving,12 disrup-
tion of industry incumbents,2,20 en-
trepreneurial activity,3 and the evolv-
ing nature of the employer-employee 
relationship.9,10 Importantly, authors 
of these works have been careful not 
to cast changes brought by the gig-
economy in beneficial or pejorative 
terms, working instead towards the 
collection of a broad base of objec-
tive empirical facts that can inform 
policy. However, the collection of 
findings amassed thus far has arisen 
from disparate academic disciplines, 

conducting work across different lev-
els of analysis, such as markets, firms, 
and individuals, which hampers their 
integration toward unified conclu-
sions, and limits the identification 
of the most promising avenues for 
future work. Considering the critical 
implications for individuals, firms, 
and markets, we call for multidisci-
plinary research at each of these levels 
to both accelerate our understanding 

Economic and 
Business Dimensions   
Unknowns of  
the Gig-Economy
Seeking multidisciplinary research  
into the rapidly evolving gig-economy. 
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as ensuring there is sufficient labor to 
meet demand and extending the num-
ber of hours laborers work. To date, 
practice has focused on psychologi-
cal manipulations of labor in order to 
extend working hours,18 which should 
continue to be of broad interest to 
behavioral economists and psycholo-
gists as means not only of affecting la-
bor supply, but demand as well.21 Fur-
ther, researchers should extend this 
line of work to consider the broader 
design of incentives structures. The 
classification of labor as independent 
contractors similarly poses challeng-
es, inasmuch as gig-economy firms 
find themselves increasingly buffeted 
by labor-oriented lawsuits. How do 
firms manage these legal challenges, 
and why might some firms decide to 
convert independent contractors into 
employees? How do managers decide 
what level of risk the firm should ab-
sorb, versus what level of risk the in-
dependent contractor should absorb? 
As the decision to adopt a gig-econo-
my business model is analogous to 
outsourcing part of the firm’s human 
and/or physical capital, many of these 
firm-level questions relate to the clas-
sic line of inquiry about how manag-
ers demarcate the boundary between 
their firm and the market. 

Individuals
At the individual level, important 
questions exist for scholars of orga-
nizational behavior, sociology, and 
labor economics. Who participates 
in the gig-economy? What are the 
longer-term implications of partici-
pation? Little is known about the 
demographic characteristics of gig-
economy participants, such as gen-
der, age, income level, prior occupa-
tion, education level, citizenship/
immigration status (with a few nota-
ble exceptions).14,15 Does the absence 
of traditional employment benefits 
influence behavior in significant 
ways? While the Contingent Worker 
Supplement of the Current Popula-
tion Survey will help shed light on 
these issues, it is not scheduled to go 
live until May 2017.b Obtaining this 
information will be critical for policy-

b The supplement was also included in 1995, 1997, 
1999, 2001, and 2005, but was discontinued  
due to lack of funding.

anticipate such effects will be of inter-
est to colleagues in the social scienc-
es, namely scholars of management, 
economics, and sociology. 

Markets
While research has begun to examine 
the effective design of gig economy 
markets, as well as the degree to which 
different industries will be affected 
by platform emergence, numerous 
questions remain. Perhaps the most 
intriguing and important questions 
relate to improvements in algorithm 
and market design. Algorithms help 
to match supply with demand on these 
platforms, and algorithms also help 
determine prices. While researchers 
like Chen and Sheldon4 highlight the 
effectiveness of current algorithms, 
others note the possibilities for more 
efficient outcomes from improved al-
gorithms.11 What challenges will arise 
as gig-economy platforms expand and 
must integrate with existing markets 
and infrastructure? In addition to ef-
ficiency considerations, researchers 
need to consider the distributional 
consequences of algorithm and mar-
ket design. For example, while provid-
ing platform participants with one 
another’s names and photos allows 
for more efficient and pleasant inter-
actions between buyers and sellers, 
it also creates the conditions that en-
able discrimination.9 What steps can 
algorithm and market designers take 
to provide platform participants with 
enough information about each other 
while simultaneously mitigating dis-
criminatory behavior? 

Further, anecdotal accounts de-
scribe the spread of gig-economy 
models across different industries 
and geographies. Yet, we know little 
about which industries and locations 
are most likely to be affected. What 
impact might the emergence of P2P 
sharing platforms have on sales of du-
rable goods in different industries?1 
How will differences in labor laws, 
regulations, and economic opportu-
nity affect the geographic expansion 
of gig-economy platforms?14 Uber, for 
example, moved its self-driving car 
operations to Arizona after changes in 
California law.a Legal scholars are also 
beginning to examine optimal regu-

a http://cnnmon.ie/2qocUwb

latory policies for gig-economy mar-
kets,6 with the debate largely centered 
on the appropriate administrative unit 
(such as local, state, national, transna-
tional) for regulating these markets, 
and with some scholars advocating 
platform self-regulation.6 Will regu-
lation and algorithm design become 
increasingly linked over time? Should 
regulators police the contents of al-
gorithms as a method for monitoring 
gig-economy platforms? Addressing 
these questions requires the com-
bined talents of computer scientists 
and legal scholars.

Firms 
Several important questions arise 
when we consider the firm-level man-
agement challenges posed by growth 
of the gig-economy.7,8,13 At the broad-
est level, it is unclear why gig-econo-
my innovations were primarily devel-
oped by startup entrants (including 
Uber, Airbnb, Prosper), rather than 
established players (suc as Yellow 
Cab, Marriott, Bank of America). Were 
established players simply unaware 
of the gig-economy approach to or-
ganizing, or did they evaluate and re-
ject the idea? Going forward, which 
incumbents will make the transition 
to a platform business model,7,22 that 
is, from owning resources to renting 
them, and what will determine their 
success? Gig-economy platforms also 
face interesting and unique strategic 
challenges, such as the management 
of labor. As is well known, these plat-
forms minimize costs by employing 
independent contractors. Yet, this 
gives rise to a host of challenges, such 

Gig-economy 
platforms also  
have interesting and 
unique strategic 
challenges, such as 
the management  
of labor.
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makers as it will allow them to better 
understand whom the laws and regu-
lations that shape the gig-economy 
might impact. 

The effect of gig-economy partici-
pation on long-term career outcomes 
is particularly unclear. A defining at-
tribute of gig-economy jobs is that op-
portunities for “advancement” within 
the firm are limited. These jobs might 
therefore stagnate workers’ career 
progressions, particularly if the gig-
economy job requires the worker to 
make capital investments, such as the 
purchase of an automobile, which may 
require debt-based financing. At the 
same time, job flexibility may allow 
the worker to pursue other opportuni-
ties outside the gig-economy, such as 
education, which would allow her to 
improve career outcomes over the long 
term. Which of these effects domi-
nates, and for whom, is an important 
opportunity for future research.

Conclusion
The volume of open questions in this 
space implies the presence of a sub-
stantial blind-spot for practitioners 
and policymakers alike. It is not yet 
clear how the gig-economy influences 
social welfare, or how much total sur-
plus is generated by these platforms. 
Although consumers appear to benefit 
from reduced prices,5 media accounts 
have repeatedly pointed out that work-
ing in these markets can have impor-
tant drawbacks.c Understanding the 
implications of this new form of or-
ganizing is critical for scholars from 
many academic traditions. We there-
fore strongly urge researchers to con-
sider these and other research ques-
tions at the confluence of business, 
technology, and society.  

c http://bit.ly/2qTDaNi
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for a week. For the rest of the course, 
the students were much more relaxed 
about their roles as beginners and were 
much more engaged in the work of the 
course. At the end of the course, when 
the project teams stood up to make their 
final presentations to the class, one team 
said proudly, “We are beginners! And 
look at what we have accomplished!” In 
my concluding remarks of the course, I 
said, “Congratulations. You are no lon-
ger beginners. You are now advanced 
beginners. You are prepared to learn to 
be competent with operating systems.” 
Some smiled with pride.

What is even more interesting is the 
Beginner’s Creed resonated with con-
cerns my students had outside of class 
and in other departments of the univer-
sity. After reading the Creed, one student 
immediately asked, “May I give a copy of 
this to my son?” Another asked the same 
question regarding his boss. A senior 
military officer on campus showed it to 
one of the students who was having a 
particularly difficult time acclimating to 
his studies; the student said, “I wish you 
had given me this when I first arrived! I 
see that I have been resisting too much.” 
The campus librarian framed a copy and 
hung it on the wall of the library. Flores’s 
insight is powerful indeed and speaks to 
a yearning that many people have been 
unable to articulate.

Even though we computing profes-
sionals are the authors of disruptive tech-
nologies, we are often threatened by our 
own creations. Our own tools and ways 
of doing business can suddenly become 
obsolete. When a disruption comes, we 
need to reinvent ourselves by learning 
new things in new emerging domains. To 
be ahead of disruption, we need to antici-

I 
HAV E  TAUGHT  operating sys-
tems for many years to under-
graduate and graduate stu-
dents. Operating systems are a 
complex technology difficult to 

master and it is easy for students to fall 
into unproductive moods while study-
ing them. More often than I would like, 
my students were unable to escape their 
unproductive moods and wound up not 
learning the technology and being dis-
satisfied with the course.

We often encounter the same problem 
in our professional work. New technolo-
gies are constantly emerging and some 
are producing disruptive avalanches of 
change.3,4 The emerging technologies 
are unfamiliar, complex, and difficult to 
master. We fall into unproductive moods 
and wind up missing deadlines, getting 
left behind other colleagues, or being 
swept away by an avalanche of change. 
Since we do not often pay attention to 
our moods, the obstruction to learning 
seems like a mysterious, unidentifiable 
force that compounds our frustration.1

In her book, Gloria Flores points out 
that young children tend to dwell in pro-
ductive moods, for they are ever eager 
to learn new things.2 By their teen years, 
sometimes much earlier, many have 
changed: they seem to frustrate easily, 
fear mistakes, and distrust their abili-
ties. In these moods they get defensive 
and resist learning. Adults fall into the 
same learning-blocking moods as well. 
For example, adult experts are confident 
about their abilities, but when thrust 
into a situation where they need to learn 
something new, many quickly become 
uncomfortable and lose their confi-
dence. They do not welcome the oppor-
tunity to learn something new; they want 

to escape. Their moods of confusion, 
anxiety, insecurity, embarrassment, and 
resignation block their professional de-
velopment and advancement. They are 
prone to worrying about their reputa-
tion if others see them as not competent. 
Their long expertise left them rusty at 
the skills of beginners—being okay with 
not knowing something, allowing them-
selves time to learn, or asking for help. In 
reading Flores’s account, I realized that 
one of a mentor’s greatest contributions 
is to help their protégés recognize their 
moods and learn to shift to moods pro-
ductive for learning.

These insights helped recently with 
a cohort of adult (age 30–35) graduate 
students in my operating systems class. 
They were enjoying the class until their 
first quiz. Many got worse grades they 
expected and fell into various bad moods 
including discouragement, anger, and 
even resentment. Inspired by Flores’s 
insights, I decided to talk to them about 
their moods. I composed a poetic page 
that walked through all the moods a be-
ginner is likely to experience. I called it 
“The Beginner’s Creed,” a copy of which 
appears here. 

I asked my students, “How many of 
you are an expert in some area?” Every 
hand went up. Then I asked, “How many 
of you feel like a beginner in operating 
systems?” Every hand went up. Then I 
asked, “How many of you like being a be-
ginner?” Only two hands went up. I said, 
“We need to have a conversation about 
that.”

I handed out the Beginner’s Creed 
and asked them to read it. When all 
were done, I read it aloud to them so 
that I could intonate its moods. I asked 
them to read it to themselves every day 

The Profession of IT 
The Beginner’s Creed  
We all need to learn to be expert beginners.
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pate emergences and do the learning ear-
ly before it becomes a critical necessity. 
Our moods will be a problem if we do not 
learn to recognize them, especially the 
unproductive moods, and shift to ones 
that are productive for learning.

An essential part of learning is to al-
low ourselves to be a beginner in the 
new domain. That means we come to 
the domain knowing nothing or next to 
nothing about the domain. Beginner is 
the first stage of a progression of skill in a 
domain that can take us next to advanced 
beginner, competent, proficient, expert, 
and master. As we get older, we find that 
we are experts at some things—and we 
like being an expert. We like when peo-
ple look up to us and ask us for guidance 
and wisdom. But when we come into a 
new domain in which we are just a be-
ginner, we cannot expect our expertness 
from other domains to help us. In fact, 
it is likely to draw us into unproductive 
moods such as frustration over not learn-
ing fast enough or discouragement that 
we are not treated as an expert.

We all marvel at how easy it seems to 
be for your young children to be begin-
ners. Perhaps that is because they are 
experts at nothing and do not have their 
minds clouded with any expectations 
about being an expert. They just ap-
proach the learning as an opportunity to 
play, adventure, and experiment. Older 
children often acquire self-assessments 
that block them from adventure and 
play, whereupon they may have more 
trouble learning.

So here is the Beginner’s Creed, a 
one-page declaration that you can recite 
to yourself to help you when you find 
yourself in a new domain as a beginner, 
whether by your own choice or by circum-
stance. Make a copy and read it every day 
for a week, especially when you are a be-
ginner. Return to it as needed. 
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tions were made in a blog by Jim Horn-
ing more than a decade ago (http://
horning.blogspot.com/2006/10/mak-
ing-case-for-acm-fellow.html).

I assume the process starts with a 
decision that a candidate is ripe for 
nomination and with the selection of a 
nominator. Many institutions have an 
award committee that is responsible 
for this first step. In other places, the 
candidate will start the process. The 
nominator writes the nomination and 

T
H E  AC M  F E L L OW S  program 
recognizes the top 1% of the 
ACM membership that has 
shown excellence in techni-
cal, professional, and lead-

ership contributions. The ACM web 
site (http://awards.acm.org/fellow/) 
provides detailed information about 
the criteria of the program and de-
tailed instructions about the process 
and requirements for nominations. 
This Viewpoint aims to complement 
these formal instructions with infor-
mal advice about writing good nomi-
nations and endorsements. It is based 
on the personal experience of the au-
thor and of other current and past 
members of the ACM Fellows Award 
committee. It is not an official ACM 
document, therefore presentation as a 
Communications Viewpoint.

The success of a nomination de-
pends first and foremost on the quality 
of the candidate. Usually, the candi-
date will not be familiar to most or all 
the committee members; a committee 
member that knows the candidate well 
could have a conflict and not be able 
to participate in the discussion of that 
candidate. Further, few committee 
members are likely to be thoroughly 
versed in the candidate’s subfield. 
Therefore, decisions on candidates will 
be based almost uniquely on the infor-
mation provided by the short nomina-
tion and endorsements. Hence, the 
quality of these documents is para-

mount: While a good nomination may 
not help a weak candidate, a lousy one 
may sink a good candidate. Most nomi-
nators and endorsers understand this 
and write well-considered nomina-
tions and endorsements.

Unfortunately, we still see some 
poorly written nominations and we see 
a substantial number of poorly written 
endorsements—I hope the following 
suggestions will reduce the frequency 
of those. Similar and additional sugges-

Viewpoint  
The Informal Guide 
to ACM Fellow 
Nominations 
Recommendations for a successful nomination process. 
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as Provost at a University or manager of 
a non-IT unit in industry), or voluntary 
work unrelated to computing will not 
carry much weight. Think carefully be-
fore devoting precious nomination text 
to such activities.

The large majority of the successful 
candidates are selected mostly on the 
strength of their scientific and techni-
cal contributions. A very small number 
is selected mostly on the strength of 
outstanding service to the ACM com-
munity. However, candidates are ex-
pected to have contributed both.

Avoid platitudes and do not spend 
your word budget on evident claims or 
meta-discussions. One annoying exam-
ple is “This nomination is a no-brainer.” 
It may be a no-brainer for the nomina-
tor (or endorser), but no nomination is 
a no-brainer for the award committee. 
Let the evidence show that the nomina-
tion is a no-brainer.

Another common example is: “It is 
my opinion that the candidate is in the 
top 1% of ACM members.” The nomina-
tor is very unlikely to be acquainted 
with a representative sample of the 
entire ACM population, so such a state-
ment weakens the credibility of the 
nomination.

Don’t spend space reporting Google 
citation counts. Committee members 
are given reports from ACM on citation 
rates (both Google and ACM Digital li-
brary) and similar metrics. Given the 
large diversity of computing the num-
bers are relevant only when compared 
to numbers of people of a similar age 
working in the same area. Do not para-
phrase the CV of the candidate.

Do not assume the award commit-
tee is familiar with the candidate’s 
research area. An award committee of 
10 people cannot possibly represent 
all research areas in computing, and 
the committee member most familiar 
with the candidate may have a conflict. 
Therefore, it is essential to explain why 
an achievement is important. “She 
proved theorem xxx” is not useful with-
out an explanation of why people care 
about xxx; “she developed protocol yyy” 
is not useful without an explanation of 
how broadly the protocol is used.

Do not assume the committee is 
familiar with the candidate’s country. 
ACM strives to have an international 
representation on the committee, but 
not every country can be represented. 

selects the endorsers. The endorsers 
then submit their endorsements. The 
recommendations here cover the stag-
es of this process: Selecting a nomina-
tor, writing a nomination, selecting 
endorsers, and writing endorsements; 
they address the people involved in 
these various activities.

Choose an experienced and willing 
nominator. Writing good nominations 
is a skill that improves with experience; 
it is also a time-consuming activity. If no 
experienced and willing nominator is to 
be found, then consider having a more 
experienced person read the nomina-
tion and suggest improvements. 

Involve the candidate in the nomi-
nation process. A nominator might 
be tempted to nominate a candidate 
without her knowledge, to avoid dis-
appointment in the case the nomina-
tion fails. This is a bad idea, for a va-
riety of reasons: The candidate is best 
placed to provide accurate informa-
tion on her achievements and for se-
lecting plausible endorsers. Besides, 
since each nomination is a bet that 
carries a risk (a two-year waiting time 
before the next attempt) it is best to 
consult the candidate before making 
the bet on her behalf.

Do not let the candidate write the 
nomination on her own. A candidate 
may want to write her own nomina-
tion; such a write-up could be a useful 
draft, but should not be the final nomi-
nation. For one thing, the nomination 
is supposed to be contributed by the 
nominator and express his views, not 
the views of the candidate. A nominator 
will have a more objective view of the 
importance of various contributions 
and a better understanding of how the 
nomination will be read by a commit-
tee that is not necessarily familiar with 
the candidate. The nominator should 
have more experience writing this type 
of document.

Start creating the nomination early. 
An earlier start means more time to it-
erate on the nomination text. It means 
that endorsers are more likely to agree 
to endorse, since they have not yet been 
approached multiple times, and they 
have time to write a quality endorse-
ment. It means endorsements are 
likely to be submitted well ahead of the 
deadline, thus ensuring that unfore-
seen events will not prevent a submis-
sion. ACM will accept only the first five 

submitted endorsements. An endorser 
is unlikely to be pleased when his en-
dorsement is rejected as being super-
fluous. Rather than soliciting more 
endorsements than needed and creat-
ing superfluous work, it may be advis-
able to solicit five endorsements from 
the preferred endorsers and ensure 
an additional person will be willing to 
write an endorsement on short notice, 
if needed.

Ensure the formal requirements for 
Fellowship are satisfied. ACM requires 
five years of continuous membership. 
People might be well known in the field 
and have a long association with ACM, 
but could have dropped their member-
ship for a period during the last five 
years though negligence or frugality. 
Check that the five-year requirement 
is satisfied before starting the process.

Focus the nomination write-up on 
the formal requirements for an ACM 
Fellow.

“The title of ACM Fellow denotes pro-
fessional excellence, as evidenced by 
technical, professional and leadership 
contributions that:

 ˲ advance the arts, sciences and prac-
tices of computing,

 ˲ promote the free interchange of ideas 
and information in the field,

 ˲ develop and maintain the integ-
rity and competence of individuals in 
the field, and advance the objectives 
of ACM.”

The text speaks quite specifically to 
contributions in the field of comput-
ing. Contributions outside the field are 
not relevant to the nomination. The 
committee usually takes a broad view 
of computing to include cognate areas. 
But success in an executive position 
unrelated to computing (for example, 

While a good 
nomination  
may not help  
a weak candidate,  
a lousy one may sink  
a good candidate. 
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wants to know how famous the can-
didate is in her field; not how famous 
she is in her country. Good nomina-
tions often use endorsers that can 
testify to the importance of different 
contributions; one might focus on ser-
vice, others on different aspects of the 
technical contributions. The right mix 
will depend on the types of contribu-
tions and their relative importance. 

While the candidate’s advice is im-
portant in selecting the endorsers, it is 
better that the endorsers be approached 
by the nominator: It will be easier for a 
potential endorser to say no if he is ap-
proached by the nominator, rather than 
by the candidate; a straight no is prefer-
able to a tepid endorsement.

Write meaningful endorsements. 
A one-sentence endorsement such as 
“I believe this candidate merits fellow 
status” is poison, even if it comes from 
a very illustrious computer scientist. 
Don’t agree to provide an endorsement 
if there is a risk you might not be able 
to say more; don’t choose an endorser 
you suspect may be content with a one-
sentence endorsement. Substantive, 
thoughtful, convincing endorsements 
will provide enough detail for cred-
ibility. This generally uses most of the 
space allotted.

There is no point repeating text 
that appears in the nomination—this 
is not new information. The endorse-
ment is a “personal assessment of 
the candidate’s impact on the com-
puting field.” The endorser should 
explain why he believes the impact is 
important enough to merit recogni-
tion with fellow status. Ideally, this 
explanation is distinct from or ex-
pands upon the explanation provided 
in the nomination. If it is not obvious 
why the endorser is able to assess the 
quality of the candidate’s contribu-
tion, then a short explanation to that 
effect will be useful.

Please remember: An endorsement 
of the form “I am famous and trust me 
on this one” is likely to do more harm 
than good.  

Marc Snir (snir@illinois.edu) is Richard Faiman Professor 
in the Department of Computer Science at the University 
of Illinois at Urbana-Champaign.

I wish to thank Laura Haas, Joseph Konstan,  
Craig Partridge and Mary Shaw for their comments  
on a draft of this Viewpoint.

Copyright held by author. 

Committee members may not be fa-
miliar with the importance of national 
awards, national academic societies or 
national leadership positions. Please 
explain their importance.

Provide evidence of accomplish-
ment that is most relevant to the type 
of accomplishment. Accomplishments 
are meaningful if they have a visible 
impact. Impact will be of different na-
tures for different types of impact. If 
the achievements are in theoretical 
computer science, the impact is intel-
lectual advance in our understanding 
of computing; the evidence could be 
subsequent research that builds on 
this advance as evidenced by citations. 
If the achievements are in applied re-
search, the impact would be in the use 
of the developed technology; tangible 
artifacts could be more important than 
citations. If the achievement is to the 
computer industry, then the impact 
would be industrial success, with prod-
ucts as evidence of impact. Of course, 
these are not hard rules, and many ca-
veats apply: The last inventor of a new 
concept is often more cited than the 
first one; and commercial success of a 
product is only weakly correlated to its 
technical quality.

 Speak of the past, not of the future. 
Fellows are selected for their actual ac-
complishments, not for their potential 
accomplishments in the future. The 
nomination and the endorsements 
should focus on the impact the re-
search has had so far, not on the im-
pact it is likely to have in the future.

Provide all the required informa-
tion. The nomination is required to 
include:

 ˲ Candidate’s most significant profes-
sional accomplishments and their foun-
dational, technical, commercial, or other 
achievements (limited to 750 words).

 ˲ Up to 8 specific contributions epito-
mizing the significance and lasting im-
pact of those accomplishments (limited 
to 300 words).

 ˲ Candidate’s most significant leader-
ship roles in ACM or other service activi-
ties (limited to 300 words).

 ˲ Formal professional recognition the 
candidate has received for his/her contri-
butions, such as awards or other honors 
(limited to 300 words)

Don’t skip any of these sections. 
Please remember that “contributions” 
need not be publications. Also please 

explain why the contributions, roles, 
or recognition are significant. As noted 
earlier, do not assume the committee 
members will just know.

Select the endorsers carefully. One 
is naturally tempted to pick the most 
famous ACM Fellows that are willing to 
write an endorsement. Most will be dil-
igent in doing so. However, some will 
write an endorsement that sounds like 
the “Model of a Letter of Recommenda-
tion of a person you are unacquainted 
with” that Benjamin Franklin once 
composed (http://sites.sas.upenn.edu/
bfranklin/pages/letter-recommenda-
tion. Famous people are busy people 
and, with the best intentions in the 
world, time pressure may result in pro-
forma, weak endorsements. This is 
particularly likely if the famous person 
is not already deeply familiar with the 
candidate’s work.

Endorsements are more convinc-
ing when they come from people 
who work in the candidate’s field of 
specialty and have made use of the 
candidate’s work. If the candidate 
co-created a key result in their field, 
having at least one of the collabora-
tors as an endorser is recommended. 
Such a collaborator could be in the 
same organization as the candidate. 
On the other hand, endorsers from 
the same organization that are not 
closely connected to the candidate’s 
work are discouraged, as are endors-
ers who have an obligation to the can-
didate (for example, former grad stu-
dent or current supervisor). Having 
only collaborators as endorsers is a 
bad idea. Having all endorsers chosen 
from a narrow community (a small 
sub-specialty or a small national com-
munity) is a bad idea. Carefully weigh 
the trade-off between the familiarity 
of an endorser with the candidate and 
his perceived objectivity; and between 
the familiarity of the endorsers with 
the candidate and the breadth and 
diversity of the community they rep-
resent collectively. If one cannot find 
five endorsers that are ACM Fellows or 
have equal standing, and balance well 
these conflicting requirements, then 
it is likely the candidacy is premature.

For a candidate coming from a 
smaller country, or a country with a 
smaller community of ACM Fellows, 
it is important to have endorsers of 
another nationality. The committee 
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WE THINK OF  computation in terms of its consequences. 
The big MapReduce job returns a large result. 
Web interactions display information. Enterprise 
applications update the database and return an answer. 
These are the reasons we do our work. 

What we rarely discuss are the side effects of doing the 
work we intend. Side effects may be unwanted, or they 
may actually cause desired behavior at different 

layers of the system. This article points 
out some fun patterns to keep in mind 
as we build and use our systems.

As we build systems, we come across 
a bunch of layers of abstractions. The 
datacenter provides power, network-
ing, cooling, and protection from rain. 
The server provides DRAM (dynamic 
random-access memory), SSD (solid-
state drive), network, computation, 
HDD (hard-disk drive), and more. The 

Side 
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operating system provides processes, 
virtual memory, file systems, and more. 
Application and platform are subjective 
terms: Application is the stuff that runs 
on top of me; platform is the stuff I run 
on top of.

As an example, memory manage-
ment resides in a layer of abstraction 
below most application code. When 
memory is allocated from a heap, the 
application worries about malloc and 

free or some equivalent. It doesn’t 
give a darn how the memory is man-
aged or even where it resides. The ap-
plication certainly doesn’t care about 
fragmentation of the heap.

TMI. In the past few decades, the 
phrase TMI, meaning too much infor-
mation, has entered the lexicon. It gen-
erally refers to knowledge about some-
one’s personal life or hygiene that you 
have heard and wish you could un-hear. 

When your Great Uncle tells you about 
his digestive problems, that’s TMI! 

TMI can also refer to stuff you really 
don’t want to know about that other sub-
system you call from your application.

Side effect is a fancy computer sci-
ence term for TMI.

Side Effects In Lots of Places
We see side effects in many places at 
many levels of abstraction. We even see 



38    COMMUNICATIONS OF THE ACM    |   JULY 2017  |   VOL.  60  |   NO.  7

practice

multiple lower-layer transactions. To 
abort the higher-layer transaction, the 
system may need to issue compensat-
ed lower-level transactions that undo 
the effect of the upper one.

Example 1. The trip to Europe. Now 
let’s consider some side effects that 
may result from a simple business trip 
to Europe. 

 ˲ I make a reservation for a Wednes-
day night at a hotel in Paris. This is part 
of a set of reservations for airplanes, 
cars, and hotels for my weeklong trip 
to Europe.

 ˲ The reservation causes the occu-
pancy of the hotel to cross a threshold 
so more staff and food for the restau-
rant are needed.

 ˲ The hotel restaurant orders a new 
shipment from the grocer for Tuesday.

 ˲ The grocer calls the shipping com-
pany for a delivery on Tuesday.

 ˲ The shipping company notices a 
projected shortfall in its petrol fuel 
supplies and orders more fuel for 
Monday.

 ˲ Then I cancel my trip to Europe.

side effects in life outside of comput-
ers. Here are a few to contemplate:

 ˲ Messages into and out of a mi-
croservice are typically logged for mon-
itoring purposes.

 ˲ Competition for any resource may 
cause congestion and delay for other 
competing work. This is very much like 
the bad luck you experience as you try 
to drive on the freeway just as the ball-
game is getting out.

 ˲ Traffic into a microservice may 
cause heap fragmentation, impact-
ing the responsiveness of the next 
request as the garbage in the heap 
is collected.

 ˲ Writing to the disk may cause the 
file system to get full. The next request 
is impacted.

 ˲ I may reserve a seat on an air-
plane, causing the next request by 
someone else to fail. It doesn’t matter 
if I later cancel and don’t use the seat. 
The other flyer still loses and won’t be 
on that flight.

Each of these examples can be driv-
en by work that is subsequently un-

done or aborted at the higher layer of 
abstraction. Logically, the work is un-
done from the perspective of the higher 
layer. Still, there are persistent changes 
visible at the lower layers and TMI for 
the upper layers to handle.

Transactions Are in   
the Eye of the Beholder
The word transaction is used to de-
scribe some changes that are all or 
nothing. ACID transactions1,2 refer 
to those that are atomic, consistent, 
isolated, and durable. These attri-
butes ensure a reliable sense of one 
change at a time and are most com-
monly associated with databases 
and database transactions. Transac-
tions are a fascinating tool—and one 
I’ve spent a large part of my 38-year 
career working on.

It turns out transactions are fre-
quently composed of other transac-
tions at different layers of abstraction. 
This is called an open-nested transac-
tion.4 In an open-nested transaction, 
a higher-layer transaction consists of 

Layered abstractions.
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My reservation caused a cascad-
ing set of effects that I don’t see. In-
deed, telling me about them would 
truly be TMI, causing me a great deal 
of confusion. Furthermore, these 
side effects persist even if my initial 
work is canceled.

Side effects persist even if the stimu-
lating activity is canceled or aborted.

Example 2. The B-tree split. Data-
base management systems typically 
store records in a B-tree. Consider the 
following scenario:

 ˲ Record X is inserted by the user at 
the record-oriented layer of abstrac-
tion as a part of transaction T1.

 ˲ The database system calls its B-
tree manager, which climbs down the 
B-tree to insert Record X. Upon discov-
ering that the leaf of the B-tree is too 
full to receive Record X, it splits the leaf 
into two and stores Record X in one of 
them.

 ˲ Transaction T1 does some more 
stuff.

 ˲ Transaction T1 is aborted at the re-
cord-oriented layer. As a consequence, 
the B-tree manager is called to delete 
Record X from the B-tree, which it 
does. The split of the leaf of the B-tree is 
not undone.

When transaction T1 is aborted, all 
effects of T1 are eliminated from the 
set of records making up the database. 
Still, the leaf of the B-tree has been split 
and remains split. The accompanying 
figure shows layered abstractions with 
database records on top and B-tree 
implementations below. A database 
transaction inserts into a B-tree, caus-
ing a block splt. Later, the database 
transaction aborts, causing a delete to 
the B-tree. While Record X is deleted 
from the B-tree, the block split is not 
necessarily undone.

The record-oriented database is cor-
rect with T1 removed. The B-tree as a 
B-tree is correct with the proper leaves, 
indices, and pointers. Still, the B-tree 
is different because the transaction in-
serted and later deleted Record X.

The split of the B-tree is a side effect 
of the aborted transaction T1. From 
the perspective of the set of records in 
the database, that’s TMI.

Idempotence and Side Effects
Personally, I think all distributed com-
puting depends on timeouts, retries, 
and idempotence.3 Idempotence is the 

property of certain operations that 
you can do more than once but get the 
same result as if you did it once. Time-
outs, retries, and idempotence allow 
the distribution of work with very high 
probabilities of success.

Now, what does idempotence mean 
if there are side effects? Is an operation 
idempotent if it causes monitoring of 
the call? That yields two monitoring 
records and is, hence, not an identical 
result. An operation is idempotent if it 
is repeatable at the desired layer of ab-
straction. It is typically considered OK 
if logging and monitoring record both 
attempts. 

Idempotence is in the eye of the  
beholder.

Side effects to an idempotent opera-
tion are always OK. After all, they are 
side effects and, hence, not semanti-
cally important.

I’ll Get Around to Hysteresis 
It is quite common for one layer of 
the system to be slow in undoing 
stuff it recently did. This avoids the 
overall system flopping and jittering 
too aggressively.

For example, when the hotel res-
ervation is canceled because I chose 
not to go to Europe, it probably didn’t 
change the order for groceries. Per-
haps my reservation pushed the occu-
pancy to 200 rooms and a new level of 
demand for the restaurant. Most likely, 
the expected occupancy will need to 
drop to 180 or so before the hotel will 
fiddle with the grocery order. Repeat-
edly calling the grocer to schedule, 
then cancel, then schedule deliveries is 
likely to drive the grocer to remove the 
hotel from its list of customers.

Similarly, most B-tree managers 
are not anxious to merge two adjacent 
blocks when they fall below 50% each. 
The cost of rejiggering their contents 
repeatedly is too high.

Side effects from canceled work will 
sometimes leave the system in a dif-
ferent state from what it was before. 
That may, in turn, impact subsequent 
requests.

Conclusion
Our systems compose in fascinating 
ways that have interesting interactions. 
To cope with this, many times we need 
to ignore the complications inside of 
the systems we use and just pretend life 

is simpler than it really is. That’s great! 
We live in a higher level of abstraction 
and don’t sweat the details.

One system’s side effect is another’s 
meat and potatoes.

Still, the system providing the lower 
level of abstraction sees its job as its 
reason for existence. An order of gro-
ceries is the main purpose of the res-
taurant-scheduling application. Simi-
larly, the B-tree manager has to keep 
records, fit them into the B-tree, and 
split when necessary. That’s not a side 
effect but rather part of the job.

Side effects are only side effects to 
busybodies not minding their own 
business!

Just Look Past the TMI
If every system pays attention to its 
own layer of abstraction and ignores 
the TMI of other layers of abstraction, 
all of this composition makes sense. 
Good design involves knowing when 
stuff is relevant and when stuff is TMI. 
After all, your Great Uncle’s digestive 
problems are relevant to his doctor! 
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UN IFIED MODELING LANGUAGE  (UML)6 is the de facto 
standard for representing object-oriented designs. It 
does a fine job of recording designs, but it has a severe 
problem: its diagrams don’t convey what humans 
need to know, making the diagrams difficult to 
understand. This is why most software developers use 
UML only when forced to.1

For example, the UML diagrams in Figures 1 and 2 
portray the embedded software in a fax machine. 
While these diagrams are attractive, they do not even 
tell you which objects control which others. Which 
object is the topmost controller over this fax machine? 
You don’t know. Which object(s) control the Modem 
object? You don’t know.

People understand an organization, 
such as a corporation, in terms of a 
control hierarchy. When faced with an 
organization of people or objects, the 
first question usually is: “What’s con-
trolling all this?” Surprisingly, UML 
has no concept of one object control-
ling another. Consequently, in every 
type of UML diagram, no object ap-
pears to have greater or lesser control 
than its neighbors. This absence of a 
control hierarchy in software design 
does much harm in the following ways:

 ˲ Designs are difficult to understand. 
Showing no hierarchy is like portraying 
a corporation by drawing a line between 
every pair of employees who interact 
with each other. Such a chart would 
rapidly become incomprehensible spa-
ghetti. An organizational chart is drawn 
as a control hierarchy for good reason: 
people can readily understand them, 
regardless of the corporation’s size. 

 ˲ Because any object can interact 
with any other object in any way de-
sired, code structure slides into disor-
ganization as people add features and 
interactions to objects during design 
and implementation. 

 ˲ Maintenance becomes slower and 
more error-prone because learning 
curves are steeper. In addition, main-
tainers can and do insert hacks any-
where, causing code to decay. 

These problems mean designs tend 
to become messy during both initial 
implementation and maintenance, re-
sulting in more bugs and delays.

The Basics of an IDAR Graph
To be useful, a graph that portrays 
software design must communicate 
in a way that humans understand. An 
organization of objects in software is 
analogous to a human organization, 
and almost without exception, an or-
ganization of people is portrayed as a 
control hierarchy, with the topmost 
person having the broadest span of 
control. Based on this idea, Figure 3 is 
a simple IDAR graph that portrays part 
of the same fax machine design shown 
in Figures 1 and 2, but expressed as a 
control hierarchy.

The 
IDAR 
Graph 
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In an IDAR graph, boxes repre-
sent objects. If a class has only one 
instance (the most common case), 
then the box is labeled with the class 
name. An arrow connecting two boxes 
means that the upper object com-
mands (and thus controls) the lower 
object. Such command arrows always 
point down. In Figure 3, the Fax ob-
ject is the topmost controller, which 
commands the Receive and Send 
objects, which in turn control Image-
Proc (image processing). Command ar-
rows may be labeled with the names of 
commands that are sent. For example, 
Fax commands Send to sendFax. 
Note that ImageProc has two bosses. 
Having multiple bosses is uncommon 
in human organizations but is common 
(and encouraged) in software to prevent 
redundant implementations.

Objects need to communicate in 
more ways than commands. For exam-
ple, they often need to exchange data 
and inform each other about events 
and results. In an IDAR graph, such 
non-command communications are 
called notices and are shown as floating 
arrows. For example, in Figure 3, Send 
tells Fax that transmission is done via 
the done notice.

Both commands and notices are 
merely method calls. This means that 
the public methods in each object are 
divided into two groups: commands 
and notices. Software designers must 
give careful thought to which methods 
will be commands, because they deter-
mine the hierarchy. Commands and 
notices have constraints, which are 
precisely defined later in this article.

A note about terminology: when you 
call a command (method) in an object, 
you are said to be commanding (or send-
ing a command to) that object; when you 
call a notice in an object, you are notify-
ing (or sending a notice to) that object.

More Features of IDAR Graphs
A graph of a design should portray oth-
er salient features, such as threading, 
data flows, and the use of indirection. 
The complete IDAR graph of the fax 
machine in Figure 4 exemplifies some 
of these additional features.

The horizontal line above the Con-
nect and Negotiate boxes is analo-
gous to a horizontal line in an organi-
zational chart: it groups subordinates 
under their manager. In an IDAR graph, 
such a rail (as it’s known) is more gener-
al, as it indicates that all objects above 

the line (called superiors or bosses) com-
mand all objects below it (called subor-
dinates or workers). In this fax machine, 
two superiors (Receive and Send) 
command three subordinates (Con-
nect, Negotiate, and ImageProc).

An object containing a thread is said 
to be active and is denoted with double 
vertical lines on each side of its box. 
This notation was taken from UML. 
In the fax machine design in Figure 4, 
Fax and ImageProc are active.

Indirect method-calls are indicated 
by a bubble (circle) placed on the tail of 
the appropriate arrow. Such indirection 
can be explicit in the source code or im-
plicit using polymorphic inheritance. 
Indirection is commonly used for no-
tices sent from a subordinate to one of 
multiple superiors, such as the con-
nected notice in Figure 4 that is sent 
from Connect to Receive or Send.

A subsystem is a separate hierar-
chy (a separate graph) with a subman 
(subsystem manager) as its topmost 
object. A subman controls its subsys-
tem and is portrayed as an elongated 
hexagon. In a graph that commands a 
subsystem, only the subman is drawn. 
For example, in Figure 4, Printer and 
Scanner are the submans of their re-
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 ˲ Aid. A command or notice may, 
unknown to its callers, aid its object by 
performing part or all of a previously 
commanded action. 

 ˲ Role. A brief role is written for each 
object and method that summarizes 
the service it offers, avoiding any as-
pect of its implementation (including 
aid). Callers may rely on only what is 
stated in roles. 

The Down rule ensures every design 
is a command hierarchy consisting of 
superiors and subordinates (bosses 
and workers). This rule produces a 
DAG (directed acyclic graph), so it’s 
also known as the DAG rule. The Role 
rule requires that every method or ob-
ject fulfill its role, doing no more and 
no less, precluding unexpected side ef-
fects. The Role and Down rules together 
force every design to be a role hierar-
chy. The Aid rule gives designers more 
flexibility by allowing public methods 
to help secretly with previously com-
manded duties, in addition to fulfilling 
their own roles. These rules don’t apply 
to cross-cutting concerns.2

It’s also helpful to think in terms 
of constraints on public behavior. Com-
mands have one constraint: they must go 
down in the hierarchy (Down rule). No-
tices also have one constraint: they may 
only convey information (Identify rule).

Roles are important and warrant 
further discussion. A role is a purpose, 
responsibility, or duty. The Role rule 
requires that every object and method 
have a role that can be summarized in 
a few words, preferably containing only 
one verb. An example is: “Sends a fax.” 
In an IDAR graph, the broadest role 
(greatest responsibility) is at the top, 
and the narrowest (most specialized) 
roles are at the bottom.

Inheritance creates a hierarchy, so 
why not use it? Unfortunately, inheri-
tance creates a hierarchy of categories, 
which is less useful than a hierarchy 
of roles.

To see why, examine Figure 5, which 
shows a UML inheritance hierarchy 
for a CD player. DiskMotor and La-
serMotor are subclasses of Motor, so 
they are in the motor category. You care 
little about their category, however, be-
cause you need to know which objects 
control these motors. 

Likewise, Laser, Motor, and Au-
dio are subclasses of ElectronicDe-
vice, but that does not help because 

spective subsystems, which should be 
shown in separate graphs.

A dashed arrow denotes a data flow. 
Notice-arrows often parallel a data 
flow, because data flows are usually im-
plemented using notices. An example 
is the pixelRow notice sent from the 
Scanner subsystem to ImageProc.

Notice that the names of some com-
mands and notices in Figure 4 are pre-
fixed with numbers. These optional 
sequence numbers show the order of 
actions composing an operation. In this 
case, they show the sequence of calls to 
send a fax. A copy of this graph could be 
enhanced to show the sequence for re-
ceiving a fax. Such annotated graphs re-
place sequence diagrams in UML. They 
are easier to understand because you can 
see which actions are commands versus 
responses, in addition to their order.

It might surprise you that the IDAR 
graph in Figure 4 is the same design as 
the UML diagrams in Figures 1 and 2. 
Compare these diagrams. In the IDAR 
graph, you can easily see which objects 
control which others, thus revealing 
how this design operates.

Four Rules
The principles underlying IDAR graphs 
can be expressed in the form of four 
rules. They form the acronym IDAR, the 
namesake of these graphs. The rules are:

 ˲ Identify. Each public method in an 
object is identified as either a command 
or a notice. From its caller’s viewpoint, a 
notice only imports or exports needed in-
formation. A command may do anything. 

 ˲ Down. When graphing the calls to 
commands among objects, the arrows 
must point down. 

Speed
Dials

CtlPanel

Fax

Send

Image
Proc

Receive

Connect

Modem

Scanner

Printer

Negotiate

Figure 1. UML class diagram for a fax machine.

Figure 2. UML communication diagram for sending a fax.
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you need to know which objects with 
broader roles command these devic-
es. An inheritance hierarchy portrays 
categories, which are seldom helpful 
except in GUIs; it does not portray 
what you need to know—the hierar-
chy of roles.

Comparing UML to IDAR. An easy 
way to compare UML and IDAR is to 
follow an operation—for example, 
sending a fax. The sequence num-
bers on the commands and notices 
in Figure 4 indicate that after the user 
presses the Send button on the control 
panel, the CtlPanel object calls the 
sendPressed notice in Fax, which 
is clearly the main controller over the 
entire fax machine, and it commands 
Send to sendFax. Based on its high 
position in the hierarchy, you can see 
that Send handles the high-level as-
pects of sending faxes. It commands 
Connect to connect to the receiving 
machine, and Connect in turn com-
mands Modem to take the phone off 
the hook via the hookUpDn method. 
After Connect gets the dialTone no-
tice from Modem, it commands Modem 
to dial and waits for its answered no-
tice. Connect then sends a connected 
notice back to Send. The figure also 
shows that Send commands Scanner 
to scan, and that data (the dashed ar-
rows) will flow from Scanner into Im-
ageProc and then into the Modem via 
the pixelRow and xferBulk notices. 
This graph reveals the structure of this 
software and how it works.

Figures 1, 2, and 6 are the UML 
class, communication, and sequence 
diagrams, respectively, for the same 
fax machine design. The communica-
tion diagram (Figure 2) has the same 
sequence numbers as the IDAR graph, 
making comparison easier. 

Let’s use the UML diagrams to 
show how a fax is sent. Which objects 
have primary roles? It’s hard to tell. 
Which interactions among objects are 
the most important? It’s hard to tell. 
Which objects are controllers versus 
workers? It’s hard to tell. The best you 
can do is follow messages sequential-
ly on the communication or sequence 
diagram, and even then it is difficult 
to determine which objects control 
which others, or which objects have 
broad versus narrow roles. UML fails 
to convey roles or their ranks, making 
designs hard to understand. 

Benefits of IDAR Graphs
IDAR graphs provide several advan-
tages over UML, two of which are pre-
dominant.

Ease of understanding. An IDAR 
graph is easier for developers to under-
stand than the corresponding class, 
communication, and sequence dia-
grams in UML for the following reasons: 

 ˲ The role hierarchy in IDAR is a gen-
eralized form of the AH (means-end 
abstraction hierarchy) employed in 
cognitive engineering,7 which is known 

to impart understanding by means of 
the why-what-how triad. This triad con-
sists of an object, its superiors, and its 
subordinates. It provides the following 
insights: the purposes of the object’s 
superiors tell you why the object exists; 
the role of the object tells you what it 
does; and the purposes of its subordi-
nates indicate how it works. UML lacks 
an AH, so it cannot tell you why an ob-
ject exists or how it works. 

 ˲ The hierarchy in an IDAR graph 
reveals which objects control which 

Figure 3. Incomplete IDAR graph of a fax machine design.

Fax

sendFax

done

receiveFax

ImageProc

Receive Send

Figure 4. Complete IDAR graph of a fax machine.
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diagrams, attempting to integrate 
them mentally, which “unnecessarily 
strains developers’ cognitive abilities.” 
IDAR eliminates this wasteful mental 
effort by combining structure and be-
havior into one graph. 

IDAR’s resulting clarity should pro-
duce shorter learning curves and fewer 
misunderstandings and oversights, 
improving quality and shortening 
schedules.

Packages in UML may be nested, 
forming a hierarchy. This hierarchy, 
however, does not consist of roles, 
and the diagram inside each pack-
age is a network and not a hierarchy. 
Consequently, a hierarchy of pack-
ages doesn’t improve understandabil-
ity much. Subsystems in IDAR don’t 
suffer from these disadvantages, and 
thus enjoy the full gain in understand-
ability detailed here.

Note that organizational charts for 
corporations remain easy to under-
stand regardless of their size. Because 
IDAR graphs are similar, they also 
should scale to any size and remain 
equally as easy to understand.

Resistance to messiness. A second 
important advantage of IDAR graphs 
over UML is they hinder the messiness 
(disorganization) that occurs when 
changes and enhancements are spliced 
into code with little regard for main-
taining consistency of design. This 
claim is backed up by the following sen-
sible constraints from the IDAR rules:

 ˲ The Identify rule prevents notices 
from initiating actions. In practice, 
it prevents a developer from creating 
spaghetti by scattering notice calls 
around, because notices are only al-
lowed to convey needed information. 

 ˲ The Down rule prevents a subordi-
nate from commanding a superior. 

 ˲ The Role rule prevents unexpected 
side effects, a common problem. 

UML provides none of these defens-
es against messiness. For example, 
suppose you caused the Modem object 
in the fax machine to tell the Receive 
object to do something. This would 
add a line to the two UML diagrams 
(Figures 1 and 2) that is inconspicuous 
and acceptable. Doing so in the IDAR 
graph in Figure 4, however, would vio-
late the Down rule because a subordi-
nate would be commanding a superior. 
This is an example of the design decay 
that IDAR prevents.

others and, equivalently, which objects 
have broad versus narrow roles. In Fig-
ure 4, it is obvious that Fax is the top-
level controller, and that Send and 
Receive are second-to-top-level con-
trollers having rather broad roles. The 
corresponding UML diagrams conceal 
these helpful control relationships and 
role breadths. 

 ˲ The subordinates of each supe-
rior form a closely related group, help-
ing developers to associate functions 
with groups of objects. In Figure 4, it 
is clear that Connect and Negotiate 

are closely related workers under the 
same bosses, whereas UML conceals 
this tight affiliation. Unlike UML, IDAR 
reveals work groups. 

 ˲ In an IDAR graph, command calls 
are more prominent than notice calls 
because they are more important. UML 
conceals degrees of importance. 

 ˲ Throughout history, people have 
selected role hierarchies to represent 
organizations, indicating that they are 
most understandable. 

 ˲ Research by experts in cognitive 
theory has shown that UML has se-
vere problems with understandability 
(“cognitive effectiveness”).3 Specifical-
ly, UML has “alarmingly high levels of 
symbol redundancy and overload” and 
poor “visual discriminability.” IDAR 
graphs were designed to avoid both of 
these problems. 

 ˲ Other research has revealed that 
developers understand software de-
sign as an integrated interplay of its 
structure and behavior.1 UML splits 
structure and behavior into two or 
more separate diagrams, reducing 
comprehension as developers are 
forced to flip back and forth between 

Figure 6. UML sequence diagram for sending a fax.
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Figure 5. Inheritance hierarchy of  
a CD player.

DiskMotor LaserMotor

Laser AudioMotor

ElectronicDevice



JULY 2017  |   VOL.  60  |   NO.  7   |   COMMUNICATIONS OF THE ACM     45

practice

Limitations of IDAR Graphs
IDAR graphs do have the following lim-
itations:

 ˲ Object level. IDAR is intended 
for object-level and subsystem-level 
design, so it’s neither an ADL (archi-
tecture description language) nor a 
system modeling language. For mod-
eling a system, OPM (Object Process 
Methodology)1 is a strong contender.

 ˲ Requires centralized control. IDAR 
relies on control being organized as a 
command hierarchy, making it unsuit-
able for decentralized software with 
distributed control. The top levels of 
such software should be modeled in 
another way. At some level, however, 
the components of decentralized soft-
ware are amenable to centralized con-
trol and can be designed using IDAR 
graphs like ordinary software.

 ˲ Less expressive than UML. UML 
can portray more views of designs than 
IDAR. For example, an IDAR graph is 
incapable of portraying transitions 
among states, deployment onto pro-
cessors, or generalizations among 
classes. UML has diagrams for these 
and other aspects of design, and they 
should be employed when appropriate.

A Pilot Program
An important program was designed, 
coded, and deployed at Northrop Grum-
man using IDAR graphs. Responsible 
for calibration and testing of circuit 
boards and systems, the program is be-
ing used on the production line of an 
electronic product. We are forbidden 
from publishing this proprietary design, 
but we can say it has 23,000 lines of C++ 
code and is complex enough to have 38 
classes, four subsystems, and 10 threads 
to handle various realtime matters. This 
medium-size program is not a toy.

Several people wrote and modified 
this program over several years, so it 
had become somewhat messy and was 
not even object oriented. The program 
consisted solely of tests, and I was 
charged with adding much nontest 
functionality to it, more than doubling 
its size. Thus, more than half of the 
code represents new design.

The existing code was refactored, 
creating objects conforming to the 
IDAR rules. I then designed and added 
the new capabilities in stages. During 
this process, unexpected requirements 
were added to the project, stress-test-

ing the IDAR approach. IDAR graphs 
accomplished the following:

 ˲ Maintained clarity throughout de-
sign and implementation. Interactions 
among objects were so clear that any 
potential problems of misunderstand-
ings among objects were avoided; 

 ˲ Easily accommodated several 
changes and additions to the require-
ments. The hierarchy’s clarity made 
it obvious where changes required by 
new features should be made; 

 ˲ Enforced good organization; 
 ˲ Did not impose excessive con-

straints on the design. The four rules 
provided enough flexibility that the 
design did not need to be contorted in 
order to satisfy them; and, 

 ˲ Made design easier because the 
rules provided guidance. The top and 
bottom objects are easy to define, and 
defining objects between those anchor 
objects is not difficult. This ease of de-
sign was a surprise because imposing 
four rules would be expected to make 
designing more difficult, not easier. 

Based on its results, those of us fa-
miliar with this effort believe the chief 
benefits of IDAR graphs over UML are 
their great clarity and enforcement of 
good organization. This pilot program 
was a strong success, and managers 
were pleased enough that they arranged 
for IDAR to be taught to the other soft-
ware developers.

In addition to this pilot program, 
many trial designs have been created 
using IDAR graphs, and four life-size 
applications are described in The 
IDAR Method of Software Design.5

Conclusion
A hierarchy of roles appears to be es-
sential for clearly portraying the design 
of any centralized organization, wheth-
er it consists of people or objects. The 
inability of today’s object-oriented 
programming technology to represent 
this crucial kind of hierarchy is surpris-
ing, and perhaps its absence has been 
accepted based on the incorrect belief 
that an inheritance hierarchy is a suit-
able substitute.

An IDAR graph is clearer than UML 
for two main reasons: It reveals the hi-
erarchy of roles and the breadths of 
those roles; and the triads (why-what-
how) offer deeper insights into the na-
ture of objects. UML cannot provide 
these. Given that IDAR graphs are clear-

er than UML, and that the four rules un-
derlying them resist messiness, devel-
opers should produce fewer bugs when 
designing and implementing software 
using IDAR graphs. The result will be 
improved quality and timeliness.

This article contains enough in-
formation to enable readers to create 
designs using IDAR graphs. For more 
information, you can download the 
slides from a presentation at the IEEE 
Software Technology Conference in 
2014.4 Also, refer to The IDAR Method of 
Software Design,5 which not only details 
this method (and related topics), but 
also includes the four life-size applica-
tions mentioned in this article.
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THIS INSTALLMENT OF Research for Practice covers 
two exciting topics in distributed systems and 
programming methodology. First, Peter Alvaro takes 
us on a tour of recent techniques for debugging some 
of the largest and most complex systems in the world: 
modern distributed systems and service-oriented 
architectures. The techniques Alvaro surveys can shed 
light and order amid the chaos of distributed call 
graphs. Second, Sumit Gulwani illustrates how 

to program without explicitly writing 
programs, instead synthesizing pro-
grams from examples! The techniques 
Gulwani presents allow systems to 
“learn” a program representation from 
illustrative examples, allowing nonpro-
grammer users to create increasingly 
nontrivial functions such as spreadsheet 
macros. Both of these selections are well 
in line with RfP’s goal of accessible, prac-
tical research; in fact, both contributors 
have successfully transferred their own 
research in each area to production, at 
Netflix and as part of Microsoft Excel. 
Readers may also find a use case.

As always, our goal in this column is 
to allow our readers to become experts 
in the latest topics in computer science 
research in a weekend afternoon’s 
worth of reading. To facilitate this 
process, we have provided open access 
to the ACM Digital Library for the rele-
vant citations from these selections so 
you can enjoy these research results in 
full. Please enjoy! 
—Peter Bailis

Peter Bailis is an assistant professor of computer science 
at Stanford University. His research in the Future Data 
Systems group (futuredata.stanford.edu/) focuses on 
the design and implementation of next-generation data-
intensive systems.

OK, But Why? Tracing 
and Debugging 
Distributed Systems
By Peter Alvaro
Large-scale distributed  
systems can be a night-

mare to debug. Unlikely events (for 
example, a server crashing or a pro-
cess taking too long to respond to 
a request) are commonplace at the 
massive scale at which many Internet 
enterprises operate. State-of-the-art 
monitoring systems can help measure 
the frequency of these anomalies but 
do little to identify their root causes. 
Pervasive logging may record events 
of interest at appropriate granularity, 
but correlating events across the logs 
of large numbers of machines is pro-
hibitively difficult.

Distributed tracing systems over-
come many of these limitations, mak-
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ing it easier to derive high-level expla-
nations of end-to-end interactions 
spanning many nodes in distributed 
computations. But there is no free 
lunch. Broadly speaking, large-scale 
tracing systems impose on adopt-
ers both an instrumentation burden 
(the effort that goes into tweaking 
existing code to add instrumenta-
tion points or to propagate metada-
ta, or both) and an overhead burden 
(the runtime cost of trace capture and 
propagation). The collection of papers 
chosen here illustrates some strate-
gies for ameliorating these burdens, 
as well as some creative applications 
for high-level explanations.

Tracing with Context Propagation

Sigelman, B.H., Barroso, L.S., Burrows, 
M., Stephenson, P., Plakal, M., Beaver, D., 
Jaspan, S., Shanbhag, C. 
Dapper, a large-scale distributed systems 
tracing infrastructure, 2010; http://research.
google.com/pubs/pub36356.html

Dapper represents some of the “ear-
ly” industrial work on context-based 
tracing. It minimizes the instrumen-
tation burden by relying on Google’s 
relatively homogeneous infrastruc-
ture, in which all code relies on a 
common RPC (remote procedure 
call) library, threading library, and so 
on. It minimizes the overhead burden 
by selecting only a small sample of 
requests at ingress and propagating 
trace metadata alongside requests 
in order to ensure that if a request is 
sampled, all of the interactions that 
contributed to its response are sam-
pled as well.

Dapper’s data model (a tree of nest-
ed spans capturing causal and tem-
poral relationships among services 
participating in a call graph) and ba-
sic architecture have become the de 
facto standard for trace collection 
in industry. Zipkin (created at Twit-
ter) was the first open-source “clone” 
of Dapper; Zipkin and its derivatives 
(including the recently announced 
Amazon Web Services X-Ray) are in 
widespread use today. 

Mace, J., Roelke, R., Fonseca, R. 
Pivot Tracing: Dynamic causal monitoring 
for distributed systems. In Proceedings of 
the 25th Symposium on Operating Systems 
Principles (2015), 378–393; http://cs.brown.
edu/~rfonseca/pubs/mace15pivot.pdf

Dapper was by no means the first sys-
tem design to advocate in-line con-
text propagation. The idea goes back 
at least as far as Xtrace, which was 
pioneered by Rodrigo Fonseca at UC 
Berkeley. Fonseca (now at Brown Uni-
versity) is still doing impressive work 
in this space. Pivot Tracing presents 
the database take on low-overhead 
dynamic tracing, modeling events as 
tuples, identifying code locations that 
represent sources of data, and turning 
dynamic instrumentation into a query 
planning and optimization problem. 
Pivot Tracing reuses Dapper/Xtrace-
style context propagation to allow effi-
cient correlation of events according to 
causality. Query the streams!

Trace Inference 

Chow, M., Meisner, D., Flinn, J.,  
Peek, D., Wenisch, T.F.
The mystery machine: End-to-end 
performance analysis of large-scale Internet 
services. In Proceedings of the 11th Usenix 
Conference on Operating Systems Design and 
Implementation (2014), 217-231; https://www.
usenix.org/system/files/conference/osdi14/
osdi14-paper-chow.pdf 

What about enterprises that can’t (or 
just don’t want to) overcome the instru-
mentation and overhead burdens of 
tracing? Could they reconstruct causal 
relationships after the fact, from un-
structured system logs? The mystery 
machine describes a system that be-
gins by liberally formulating hypoth-
eses about how events across a distrib-
uted system could be correlated (for 
example, Is one a cause of the other? 
Are they mutually exclusive? Do they 
participate in a pipelined computa-
tion?) and then mines logs for evidence 
that contradicts existing hypotheses 
(for example, a log in which two events 
A and B are concurrent immediately 
refutes a hypothesis that A and B are 
mutually exclusive). Over time, the set 

of hypotheses converges into models 
of system interactions that can be used 
to answer many of the same questions.

New Frontiers

Alvaro, P., Andrus, K., Sanden, C., 
Rosenthal, C., Basiri, A., Hochstein, L. 
Automating failure-testing research at 
Internet scale. In Proceedings of the 7th ACM 
Symposium on Cloud Computing (2016), 17–28; 
https://people.ucsc.edu/~palvaro/socc16.pdf

The raison d’etre of the systems just 
described is understanding the causes 
of end-to-end latency as perceived by 
users. Armed with detailed “explana-
tions” of how a large-scale distributed 
system produces its outcomes, we can 
do so much more. My research group 
at UC Santa Cruz has been exploring 
the use of explanations of “good” or 
expected system outcomes to drive 
fault-injection infrastructures in order 
to root out bugs in ostensibly fault-tol-
erant code. The basic idea is that if we 
can explain how a distributed system 
functions in the failure-free case, and 
how it provides redundancy to over-
come faults, we can better understand 
its weaknesses. 

This approach, called lineage-driv-
en fault injection (LDFI), originally 
relied on idealized, fine-grained data 
provenance to explain distributed 
executions (see our previous paper, 
“Lineage-driven Fault Injection,” by 
Peter Alvaro, Joshua Rosen, and Jo-
seph M. Hellerstein, presented at SIG-
MOD 2015). This more recent paper 
describes how the LDFI approach was 
adapted to “snap in” to the microser-
vice architecture at Netflix and to build 
rich models of system redundancy 
from Zipkin-style call-graph traces.

Conclusion
Despite the fact that distributed sys-
tems are a mature research area in 
academia and are ubiquitous in in-
dustry, the art of debugging distrib-
uted systems is still in its infancy. 
It is clear that conventional debug-
gers—and along with them, conven-
tional best practices for deriving ex-
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work addresses applications from 
different domains while employing 
different kinds of search and disam-
biguation algorithms.

Data Manipulation Using Back-
Propagation 

Gulwani, S. 
Automating string processing in spreadsheets 
using input-output examples. In Proceedings 
of the 38th Annual ACM SIGPLAN-SIGACT 
Symposium on Principles of Programming 
Languages, (2011), 317–330; https://www.
microsoft.com/en-us/research/publication/
automating-string-processing-spreadsheets-
using-input-output-examples/

The first paper describes a technol-
ogy for automating string transforma-
tions such as converting “FirstName 
LastName” to “LastName FirstName.” 
This technology was released as the 
Flash Fill feature in Microsoft Excel 
(https://youtu.be/w-k9WjRJvIY). The 
paper motivates the design of an ex-
pressive DSL (domain-specific lan-
guage) that is also restricted enough 
to allow for efficient search. The in-
spiration came from studying spread-
sheet help forums, wherein end users 
solicited help for string transforma-
tions, while describing their intent 
using examples. The paper describes 
a domain-specific search algorithm 
that achieves real-time efficiency, 
breaking from the previous commu-
nity tradition of reducing the search 
problem to querying an off-the-shelf 
general-purpose constraint solver. 
The latter, while allowing quicker 
prototyping, lacks the effectiveness of 
a custom solution. 

The paper also gives first-class 
treatment to dealing with ambiguity, 
instead of requiring a larger number 
of examples, thus improving usabil-
ity and trust. The search algorithm 
returns a huge set of programs (rep-
resented succinctly) that satisfy the 
examples, and a ranking function 
that prefers small programs with few 
constants is used to guess an intend-
ed program.

The success of Flash Fill inspired 
a wave of interest in both academia 
and industry for developing PBE tech-
nologies for other domains, includ-
ing number/date transformations, 
tabular data extraction from log files/
Web pages/JSON documents, and re-
formatting tables. With data scien-

planations of computations—must 
be replaced, but it is too soon to say 
which approaches will come to domi-
nate. Industry has led in the design 
and particularly in the populariza-
tion of large-scale tracing systems in 
reaction to a practical need: under-
standing the causes of user-perceived 
latency for online services. As these 
systems become common infrastruc-
ture, we will find that this use case is 
only the tip of the iceberg. The ability 
to ask and answer rich “why” ques-
tions about distributed executions 
will continue to engender new re-
search that improves the consistency, 
predictability, and fault tolerance of 
massive-scale systems.

Peter Alvaro is an assistant professor of computer 
science at UC Santa Cruz, where he leads the Disorderly 
Labs research group (disorderlylabs.github.io). 

Programming  
By Examples
By Sumit Gulwani
Programming by exam-
ples (PBE) is the task of 
synthesizing or searching 

for a program from an underlying pro-
gram space that satisfies a given set of 
input-output examples. 

A key challenge in PBE is to develop 
an efficient search algorithm that can 
discover a program that is consistent 
with the examples. Various search tech-
niques have been developed, including 
deductive methods, use of constraint 
(SAT/SMT) solvers, smart heuristics 
for enumerative search, and stochas-
tic search. Another key challenge in 
PBE is to deal with the ambiguity in 
intent specification, since there are 
many programs that satisfy the given 
examples but not the user’s intent. 
Ranking techniques are used to predict 
an intended program from within the 
set of programs consistent with the ex-
amples. Interaction techniques are used 
in a refinement loop to converge to an 
intended program.

PBE has varied applications. It al-
lows end users, 99% of whom are non-
programmers, to create small scripts 
for automating repetitive tasks from 
examples. It facilitates software de-
velopment activities, including pro-
gram refactoring, superoptimization, 
and test-driven development. The fol-
lowing sample of recently published 

A key challenge 
in programming 
by example is to 
develop an efficient 
search algorithm 
that can discover 
a program that is 
consistent with the 
examples. 
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tists spending 80% of their time trans-
forming and cleaning data to prepare 
it for analytics, PBE is set to revolu-
tionize this space by enabling easier 
and faster data manipulation.

Polozov, O., Gulwani, S.
FlashMeta: A framework for inductive 
program synthesis. In Proceedings of the 2015 
ACM SIGPLAN International Conference 
on Object-Oriented Programming, Systems, 
Languages, and Applications, 107–126; 
https://www.microsoft.com/en-us/research/
publication/flashmeta-framework-inductive-
program-synthesis/

Developing and maintaining an in-
dustrial-quality PBE technology is an 
intellectual and engineering chal-
lenge, requiring one to two person-
years. The second paper observes that 
many PBE algorithms are natural fall-
outs of a generic meta-algorithm and 
the logical properties of operators in 
the underlying DSL. The meta-algo-
rithm is based on back-propagation 
of example-based constraints over the 
underlying DSL, reducing the search 
problem over program expressions 
to simpler problems over program 
subexpressions. The meta-algorithm 
can be implemented once and for all. 
The operator properties relate to its 
inverse semantics and can be reused 
across multiple DSLs. 

This allows for construction of a 
synthesizer generator that takes a DSL 
and semantic properties of operators 
in the DSL and generates a domain-
specific synthesizer. With such a 
generator, PBE technologies become 
modular and maintainable, facili-
tating their integration in industrial 
products. This framework has been 
used to develop many PBE tools that 
are deployed in several industrial prod-
ucts, including Microsoft Operations 
Management Suite, PowerShell 3.0, 
and the Cortana digital assistant.

Hempel, B., Chugh, R.
Drawings Using Prodirect Manipulation
Semi-automated SVG programming via direct 
manipulation. In Proceedings of the 29th Annual 
ACM Symposium on User Interface Software 
and Technology, (2016), 379–390; https://arxiv.
org/abs/1608.02829

PBE can bring together the comple-
mentary strengths of direct GUI 
(graphic user interface) manipula-
tion (mouse- and menu-based) and 
programmatic manipulation of digi-

tal artifacts such as spreadsheets, im-
ages, and animations. While direct 
manipulation enables easy manipu-
lation of a concrete object, program-
matic manipulation allows for much 
more freedom and reusability (but 
requires skill). This paper bridges 
this gap by proposing an elegant com-
bined approach, called prodirect ma-
nipulation, that enables creation and 
modification of programs using GUI-
based manipulation of example ob-
jects for the domain of SVG (scalable 
vector graphics). 

The user draws shapes, relates 
their attributes, and groups and edits 
them using the GUI, and the drawing 
is kept synchronized with an underly-
ing program. The various GUI-based 
actions translate to constraints over 
the example drawing. Constraint 
solvers are used to generate candi-
date modifications to the underlying 
program so that the resultant pro-
gram execution generates a drawing 
satisfying those constraints. Smart 
heuristics are used to select an in-
tended modification from among the 
many solutions. A skilled user can 
edit the resulting program during any 
step to refine the automatically gen-
erated modification or to implement 
some new functionality.

Superoptimization  
Using Enumerative Search

Phothilimthana, P.M., Thakur, A.,  
Bodík, R., Dhurjati, D.
Scaling up superoptimization. In Proceedings 
of the 21st International Conference on 
Architectural Support for Programming 
Languages and Operating Systems, (2016), 
297–310; https://people.eecs.berkeley.
edu/~mangpo/www/papers/lens-asplos16.pdf

PBE can be used to solve the general 
problem of program synthesis from an 
arbitrary specification, given an oracle 
that can produce counterexamples 
where the synthesized artifact does not 
match the intended behavior. This pa-
per uses this reduction, also referred to 
as CEGIS (counterexample-guided in-
ductive synthesis), to advance the state 
of the art in superoptimization, which 
is the problem of finding an optimal 
sequence of instructions for a given 
code fragment. 

The heart of the paper is a novel 
PBE algorithm based on enumerative 

search that considers programs in the 
underlying state space in order of in-
creasing size. The algorithm leverages 
an elegant memorization strategy, 
wherein it computes the set of pro-
grams of bounded size that satisfy a 
given collection of examples and in-
crementally refines this set with more 
examples in the next iteration. The 
programs are represented succinctly 
using their behavior on the example 
states. The algorithm also leverages 
a powerful meet-in-the-middle prun-
ing technique based on bidirectional 
search, where the candidate pro-
grams are enumerated forward from 
input states, as well as backward from 
output states. 

The paper further studies the 
strengths and weaknesses of different 
search techniques, including enumer-
ative, stochastic, and solver-based, and 
shows that a cooperative search that 
combines these is the best. 

The Future
PBE can be regarded as a form of 
machine learning, where the problem 
is to learn from very few examples and 
over a rich space of programmatic func-
tions. While past developments in PBE 
have leveraged logical methods, can re-
cent advances in deep learning push the 
frontier forward? Another exciting direc-
tion to watch out for is development of 
natural-language-based programming 
interfaces. Multimodal programming 
environments that would combine 
example- and natural-language-based 
intent specification shall unfold a new 
era of programming by the masses. 

Acknowledgments. Thanks to Ravi 
Chugh, Phitchaya Mangpo Phothil-
imthana, and Alex Polozov for provid-
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COMPUTER SCIENCE HAS  long been intertwined 
with society’s technological dreams. The dream of 
automated homes relates to ubiquitous computing, just 
as the dream of sentient machines relates to artificial 
intelligence (AI). Another of society’s dreams could be 
called the “Avatar Dream,” a culturally shared vision of 
a future in which, through the computer, people can 
become whomever or whatever we want to be. 

Our focus is not, however, on simply developing  
the technologies that can support the Avatar Dream. 
We instead argue for the need to reimagine the Avatar 
Dream where the potential social and cultural impacts 

of virtual identities are considered in-
trinsic to the engineering practices of 
inventing them. This article is an over-
view of our endeavors toward this end 
and several key results and findings 
demonstrating our reimagining of the 
Avatar Dream. 

We first define the Avatar Dream, 
describe its current state, and moti-
vate our work by considering prob-
lems with current virtual identity 
systems. We then provide a theoreti-
cal framework for characterizing the 
relationships between virtual and 
real-world (physical) identities nec-
essary for precise articulation of the 
sociocultural phenomena we study. 
The remainder of the article focuses 
on two key endeavors. The first is our 
computational approach to analyzing 
sociocultural identity phenomena in 
virtual identity systems; these tech-
niques support engineers developing 
systems that avoid or combat nega-
tive phenomena (such as discrimina-
tion and prejudice). For example, we 
use AI to reveal how sexist and racist 
biases are embedded in a bestsell-
ing computer game, demonstrating 
an approach applicable to other sys-
tems. The second is our approach 
to simulating sociocultural identity 
phenomena; it includes developing 
technologies (such as an authoring 
platform called Chimeria and inter-
active narratives made using it that 
convey how individuals navigate so-

Reimagining 
the Avatar 
Dream:
Modeling  
Social Identity  
in Digital Media 

DOI:10.1145/3098342 

Explore the limits of using the computer  
to imagine yourself as whomever  
or whatever you want to be. 

BY D. FOX HARRELL AND CHONG-U LIM 

 key insights
 ˽ Using virtual identity technologies to just 

look like someone different from yourself is 
not enough to understand the experiences 
of someone different from yourself. 

 ˽ Researchers and developers should 
practice methods for engineering virtual 
identity technologies such that modeling 
their social and cultural implications is 
intrinsic to the practice of inventing them.

 ˽ Analyzing social phenomena involving 
virtual identity systems, and designing 
new virtual identity authoring tools and 
applications to simulate social phenomena, 
enables researchers and developers to 
better support users’ needs for more 
powerfully nuanced forms of what we call 
“technologies of self-imagination.” 

http://mags.acm.org/communications/july_2017/TrackLink.action?pageName=50&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3098342


JULY 2017  |   VOL.  60  |   NO.  7   |   COMMUNICATIONS OF THE ACM     51



52    COMMUNICATIONS OF THE ACM    |   JULY 2017  |   VOL.  60  |   NO.  7

contributed articles

sites—The Wellb—where users’ real 
names were available, self imagina-
tion was a central part of the appeal. 
The Well purportedly offered the free-
dom of projecting whatever personal-
ity you wished, along with the intrigu-
ing possibility of highlighting subtle 
variations of your character.”14 Virtual 
identities in digital media, includ-
ing virtual worlds, videogames, and 
social media, all hearken back to the 
Avatar Dream. 

Problems with current virtual iden-
tity systems. The need for socio-cultur-
ally informed virtual identity research 
is urgent; nearly everyone today has 
social media accounts for connecting 
with friends, e-commerce accounts for 
shopping, and videogame characters 
for playing. One problem in design-
ing virtual identity systems is the need 
for intuitive, appropriate, and robust 
tools for avatar creation and custom-
ization. Just being able to edit avatar 
appearance is not enough to support 
peoples’ needs for self-expression 
when using virtual identities. It is im-
portant that avatars embody enough 
sociocultural nuance to express facial 
expressions, body language, gait, dis-
course style, and personality. Users 
should not need to program all these 
forms of self-expression from scratch 
and should, instead, be able to express 
themselves with their avatars through 
simple interfaces. Researchers Joseph 
Bates, Michael Mateas, Brenda Laurel, 
Ken Perlin, and others1,24,31,32 have de-
veloped such tools and virtual worlds 
for their deployment. Furthermore, 
some user groups are underrepre-
sented and/or unfairly stigmatized in 
virtual environments. Social-network 
usage percentages are often higher for 
underrepresented U.S. racial groups 
and women than for white individu-
als and men; 90% of African-American 
females and 40% of white females 
are depicted as victims of violence in 
games.7,8 Such phenomena are not 
only embedded in systems but also en-
acted by users. Julian Dibbell’s classic 
1996 article “A Rape in Cyberspace,”6 
describing how a user’s female avatar 
in a text-based environment was taken 
over and subjected to violent acts, pre-
saged such negative repercussions of 

b “The Well” is short for “Whole Earth ‘Lectronic 
Link.”

cial categories). These technologies 
support the aims of creating richer 
experiences for users, helping edu-
cate diverse learners, and conduct-
ing social-science research studies. 
We conclude by reflecting on this rei-
magined Avatar Dream. 

Defining the Avatar Dream. The 
Avatar Dream has two elements. One 
is technical, enabling users to control 
a virtual surrogate for themselves in 
a virtual world. These computational 
surrogate selves are often computer-
generated images (CGI) but can range 
from text descriptions in games or so-
cial media to virtual representations 
that engage all the senses in futuristic 
virtual reality environments. The sec-
ond is experiential, enabling users of 
these virtual surrogate selves to have 
experiences beyond those they en-
counter in the physical world, ranging 
from having new abilities to better un-
derstanding the experiences of others 
(such as of another gender or even an-
other type of creature). 

The current expression of the Ava-
tar Dream in many contemporary soci-
eties includes using virtual identities 
to communicate, share data, and in-
teract in computer-based (virtual) en-
vironments. We can thus view a mani-
festation of this dream as the avatar,a 
or user-controlled representations 
of self in virtual environments. Neal 
Stephenson’s 1993 novel Snow Crash 
provides a science-fictional vision of 
avatars as technologies to reimagine 
one’s self. Stephenson wrote, “Your 
avatar can look any way you want it to, 
up to the limitations of your equip-
ment. If you’re ugly, you can make 
your avatar beautiful. If you’ve just 
gotten out of bed, your avatar can still 
be wearing beautiful clothes and pro-
fessionally applied makeup. You can 
look like a gorilla or a dragon or ...”36 
Another manifestation of the dream 
is the social-media profile. Even in 
the heady days of the 1990s, it was un-
derstood that these profiles were dis-
tinct from our physical selves. In one 
of the most venerable social media 

a Avatars, agents, and player characters each 
have slightly different definitions, although 
here the term “avatar” is used as the most 
general one; for us, the term “virtual identity” 
is even more general, including social-media 
profiles, e-commerce accounts, and other 
computational representations of users.

This article 
introduces the 
term “box effects” 
to refer to the 
experiences of 
people that emerge 
from the failure 
of classification 
systems. 
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blending theory”9 in which blending 
is a proposed cognitive mechanism 
by which humans integrate concepts.d 
We thus use Harrell’s notion of a 
“blended identity”17 in which aspects 
of a player’s physical identity (such as 
preferences, control, appearance, and 
understanding social categories) are 
selectively projected9 with aspects of the 
virtual identity onto a blended identity, 
integrating and elaborating aspects of 
each (see Figure 1). Blended identities 
can be studied in light of the interre-
lationship between both worlds. We 
later give examples of our approaches 
for analyzing blended identities com-
putationally to reveal how physical-
world values can be both embedded in 
virtual identity systems and enacted by 
virtual identity users. 

It is also important to note that a 
single blended-identity user is not re-
stricted to a single virtual world plat-
form but often has multiple different 
virtual identities and behaves differ-
ently depending on the platform, what 
we term “cross-platform identities.” 

d Conceptual blending theory has been criti-
cized for using ad hoc, overly broad explana-
tions.11 The theory has also been defended 
as being supported by a convergence of data 
from psychology, AI, sociology, literature, and 
philosophy and focus on exemplary phenom-
ena resulting in a theory that comprehensively 
covers even challenging cases.5

the Avatar Dream. Such observations 
undergird an important motivation 
for our work: Virtual identities can 
and should better serve the needs of 
diverse users. 

Defining Physical, Virtual, 
and Blended Identities 
Before describing our computational 
approaches, we clarify the terminology 
we use, in light of the ambiguities in 
terms like “real” and “virtual” identity. 

Physical identities. For identities in 
the physical world, our focus includes 
but also goes beyond the notions often 
associated with identity like gender, 
race, and age. We are instead con-
cerned with users’ identity experienc-
es, which are informed by history, cul-
ture, and values in the physical world. 
While it is impossible to give a com-
prehensive definition of everything 
that affects people’s identities in 
the real world, we offer a simplified 
overview useful for the discussion 
in this article. Identity experiences 
are informed by history, culture, 
and values that exist in the physical 
world and manifest in the ways peo-
ple behave. Identity experiences in-
clude cognitively grounded,c material 
(such as resources), and social (such 
as power relationships) aspects. 

Virtual identities. Our definition 
of virtual identities focuses on their 
components as technical systems. A 
virtual identity in this model is char-
acterized by its data structures and 
algorithms that are deployed to pro-
vide both representation and control 
to the user. In videogames, a common 
virtual identity type is the player char-
acter, or avatar, players take control of. 
Computers have long been a medium 
for humans to create such “second” 
selves37 or even many selves. Such use of 
computers as digital media for self-rep-
resentation has become even more per-
vasive with the proliferation of increas-
ingly immersive virtual environments 
and game worlds that enable interac-
tions among multiple players at the 

c Embodiment recognizes that “cognition depends 
on the kind of experience that comes from 
having a body.”38 “Situatedness” highlights the 
role of the context or social situation for cognitive 
processing.25 Distributed cognitive processes are 
projected onto aspects of environments (such as 
artifacts22), members of social groups, and time 
(such as animated CGI4).

same time. Each of these other selves 
can be viewed as an “externalization of 
self”37 beyond our physically embodied 
selves. Hence, despite the fact that ava-
tars are sometimes narrowly regarded 
as mere technically constructed visual 
artifacts, a more expansive view holds 
that virtual identities serve as impor-
tant ways through which people repre-
sent or express themselves. 

Blended identities. We have high-
lighted aspects of the physical and vir-
tual world identities we are seeking to 
better understand. However, rather 
than considering each of them indi-
vidually, this research is based on their 
interrelationships. We particularly seek 
to consider how values are socially and 
culturally constructed, enacted, and 
manipulated via blends between physi-
cal and virtual identities. 

James Gee’s notion of the “pro-
jective identity”10 is a useful starting 
point. His use of the term refers to the 
reflection of players’ values in how 
they make sense of their avatars. How-
ever, while it provides a high-level 
descriptive characterization of iden-
tity, it is insufficient for our needs. It 
fails to capture important structural 
phenomena like mappings between 
a user’s actions and a virtual iden-
tity being controlled. We thus enrich 
Gee’s model with an approach from 
cognitive science called “conceptual 

Figure 1. A blended-identity diagram; cross-space mappings reveal aligned characteristics 
of the physical and virtual identities (called “input spaces” in conceptual blending theory). 
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world,” and a classification system 
“is a set of boxes (metaphorical or lit-
eral) into which things can be put in 
order to then do some kind of work—
bureaucratic or knowledge produc-
tion.”3 Our term “box effects” is use-
ful because there is no common term 
for social phenomena with roots in 
classification systems. It is also useful 
to have an overarching term like box 
effects because specific terms (such 
as stereotyping and prejudice) have 
multiple definitions in different aca-
demic disciplines, as well as general, 
popular uses. 

Better understanding existing sys-
tems and designing new systems that 
take box effects into account cannot be 
accomplished within a narrowly tech-

nical vision of the Avatar Dream. Our 
reimagined Avatar Dream recommends 
addressing box effects in several ways. 
First, developers must understand the 
ways box effects from the physical world 
persist in virtual environments in terms 
of system structure. Second, we must 
look at how box effects emerge from us-
ers’ behaviors in relation to categories 
from the physical world; for example, 
users might create stereotypical female 
characters in a game based on their 
own preconceptions about categories of 
physical-world gender. Finally, beyond 
needing techniques to understand and 
identify box effects in virtual environ-
ments, developers need tools to support 
addressing them (such as through more 
nuanced models of identity in games 
and interactive narratives) like those we 
provide with the Chimeria platform. 

Analyzing Virtual  
Identity Phenomena 
Since 2010, Harrell has led a research 
initiative to better understand, design, 
and develop virtual identities called 
the “Advanced Identity Representa-
tion (AIR) Project.” We use the term 
“advanced” with humility. Our com-
putational systems cannot completely 
express the nuances of physical-world 
identities. Yet they provide advances 
over current systems in their emphasis 
on physical-world identity categories 
social scientists have identified as im-
portant for modeling user experiences 
(such as of gender, race, and ethnic-
ity) in addition to personality, values, 
and preferences. In this way, we can 
achieve advances in modeling phe-
nomena (such as box effects), goals 
that increase the expressive range 
and utility of virtual identities. Our 
resultant systems are often necessar-
ily reductive (from vast real-life experi-
ence to more limited data structures 
and algorithms) in order to be imple-
mentable. Yet this reduction is done 
knowingly with the benefit of expand-
ing the expressive capacity of com-
putational systems to address social-
identity phenomena. As mentioned 
earlier, this work includes two types 
of computational modeling: analyz-
ing sociocultural phenomena involv-
ing virtual identities using AI/machine 
learning techniques; and simulating 
sociocultural identity phenomena. 
We next describe our work in socio-

For each platform, there is a projection 
of a certain set of identity features from 
the user. 

Box effects. This article introduces 
the term “box effects” to refer to the 
experiences of people that emerge 
from the failure of classification sys-
tems. Box effects include, but are not 
limited to, such related phenomena 
as stereotypes, social biases, stigmas, 
discrimination, prejudice, racism, 
and sexism. In the phrase “classifica-
tion system,” as used here, “system” 
does not refer to a technical computer 
system but rather to the notion of clas-
sification put forward by Geoff Bowk-
er and Susan Leigh Star, who said, “A 
classification is a spatial, temporal or 
spatiotemporal segmentation of the 

Figure 2. Initial racial attribute values in The Elder Scrolls IV: Oblivion; interesting discrep-
ancies are highlighted between races (blue) and genders (red). 

Figure 3. An archetypal analysis ternary-plot of statistical attribute allocations in Oblivion; 
note, at Archetype 3, the Male Bosmer (red) is behind the Female Bosmer marker (black). 
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ation and customization behaviors. 
Named for an initiative called the Ad-
vanced Identity Representation (AIR) 
Project, AIRvatar also implements 
the clustering approaches described 
earlier and has been deployed in vid-
eogame and social media data sys-
tems.28,29 Here, we provide an example 
of how we reveal race and gender ste-
reotypes through archetypal analysis. 
We analyzed the critically acclaimed 
and commercially successful video-
game The Elder Scrolls IV: Oblivion that 
features an exemplary diverse roster 
of player character types; we cite it 
here as one example of a general phe-
nomenon, not to single it out as espe-
cially inequitable to diverse users in 
contrast to other games. The upshot is 
we found and validated several forms 
of race and gender inequity. Players 
may choose to play as one of 10 differ-
ent races available. Though fictional, 
some of the races are based on phys-
ical-world national, racial, and ethnic 
groups through their textual descrip-
tions and visual appearances; for ex-
ample, Redguards represent people 
broadly of African descent (a single 
country or subgroup is not suggested); 
Nords represent Norwegians; Bretons 
represent French people; and so on. 
Player characters possess eight attri-
butes representing abilities (such as 
strength and intelligence). Based on 
the player’s choice of race and gender, 
these attributes are initialized with a 
set of default values. In previous work, 

cultural phenomena involving virtual 
identities, including values built into 
systems (embedded) and patterns dis-
covered (emergent) from users. 

Limitations of current approaches. 
There are many survey-based studies 
of how behavioral patterns by users in 
virtual environments replicate iden-
tity experiences based in the physical 
world, but they have notable limita-
tions. While useful for assessing sub-
jective notions of identities expressed 
by users (such as preferences), self-
reported survey data is often difficult 
to evaluate and subject to survey bias.2 
Also, while useful for understanding 
certain user characteristics (such as ar-
ticulated reasons for choosing among 
options), some aspects of users’ expe-
riences (such as tacit knowledge) can-
not be articulated, are intrusive, or are 
mentally or physically strenuous for 
participants or interviewers, and are 
often better suited to automated data 
collection and analysis. 

New approaches to analyzing 
blended identities. Here, we present 
our approach to using AI for compu-
tationally modeling categorization, 
focusing on the novel use of these algo-
rithmic techniques to address aspects 
of social identity often deemed chal-
lenging to quantify due to the subjec-
tivity of their manifestations. 

Clustering for computational catego-
rization. In the field of AI, cluster anal-
ysis, or “clustering,” is the algorithmic 
process of grouping observations into 
categories (clusters) based on mea-
surements of similarity between indi-
vidual observations. An observation 
refers to a data point within the set 
of observations (dataset) and is repre-
sented through measurements of one 
or more of its properties, or “features.” 
Observations often correspond to play-
ers, each characterized by features that 
describe aspects of their physical iden-
tities (such as biological sex) or virtual 
identities (such as avatar appearance 
and behaviors). Cluster results are 
based on the definition of a cluster, 
or which features determine member-
ship, and the similarity measure of ob-
servations, or how features are used to 
measure the similarity or differences 
between observations. Clustering is 
appropriate for our aims, as it enables 
quantitative analysis and can reveal 
new or unknown categories. 

There are many different ap-
proaches to clustering users ac-
cording to their behavior in systems 
using virtual identities (such as vid-
eogames).27 Our own experience in-
cludes investigating techniques like 
the k-means algorithm, principal 
component analysis, non-negative 
matrix factorization, and archetypal 
analysis for social analysis using vir-
tual identities.28 Our focus here is on 
archetypal analysis, identifying a set 
of key observations in a dataset called 
“archetypes,” or certain external 
points in the dataset. Other observa-
tions can be represented as mixtures 
of these archetypes. This approach 
provides insight into definable char-
acteristics of highly distinctive vir-
tual representations or behaviors. It 
is also useful for revealing patterns of 
users’ behavior that either conform to 
or subvert conventions.28 In addition, 
as it provides a visible way to identify 
marginalized individuals, defined as 
observations notably distant from all 
archetypes,e we find archetypal analy-
sis to model more effectively than 
other clustering techniques.27 

Analyzing systems: Revealing val-
ues embedded in technologies. We 
created a system called AIRvatar to 
perform fine-grain telemetric data 
collection of users’ virtual identify cre-

e Drawing on definitions from sociological 
and cognitive theories of classification and 
categorization.3

Figure 4. A screenshot of the interface of Heroes of Elibca, a custom avatar-creation system 
implemented in AIRvatar. 
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(stereotypes of race and gender). While 
Harrell previously highlighted inequity 
and biases in Oblivion,17 such insight is 
typically anecdotal and requires manual 
assessment. In order to quantitatively 
model these effects, we performed ar-
chetypal analysis on Oblivion’s distribu-
tion of statistical attributes for charac-
ters within the game based on gender 

and race, as in Figure 2. All races’ rela-
tionships to these archetypes can be pre-
sented using a ternary plot of the results 
(see Figure 3). This analysis automatical-
ly revealed the typical “archetypal” roles 
developers intend for players to conform 
to based on how the statistical attributes 
are distributed within the game.28 More 
interesting, however, the analysis also 
revealed several box effects within the 
game’s design. Observing the three ar-
chetypes shows that male characters 
have better stats for playing in any of the 
most common roles than females. It also 
validates the observation that charac-
ters of African descent are optimized for 
strength- rather than intelligence-based 
roles. This quantitatively and visually 
represents biases that are often not as 
obvious, as in the following results: 

Traditional game roles. Using arche-
typal analysis, we observed that the 
statistical distribution of numerical at-
tributes corresponds with traditional 
role-playing game roles we call “phys-
ical-fighter,” “intelligence-mage,” and 
“stealth-thief”; 

Key individuals. Our system calcu-
lated particular races to be key indi-
viduals (archetypes). For example, the 
Viking-like Nords and ostensibly African 
Redguards are stereotypically close to 
the physical-fighter archetype with no 
characteristics of the intelligence-mage 
archetype, though the Redguards exhib-
it some stealth-thief characteristics; and 

Physical-world stereotypes. We ob-
served a bias toward the male gender 
based on these archetypal races since 
male characters are generally closer to 
the archetypes. The game is thus ineq-
uitable toward certain races and female 
characters in ways that replicate physi-
cal-world stereotypes. 

Revealing such box effects computa-
tionally enables us to quantitatively as-
sess virtual identity systems, providing 
actionable insights into how designers’ 
decisions affect users and assistance in 
developing systems that enable users 
to take on virtual roles while avoiding 
undesirable biases. Our results do not 
suggest all characters should have equal 
attributes. Rather, they can inform cre-
ative designs that are just as effective 
and even more tied in to game narra-
tives; for example, initial attributes 
could be based on characters’ backsto-
ries, rather than on essential charac-
teristics of races or genders, by having 

Harrell observed several forms of ra-
cial and gender inequity in the game 
(see Figure 2). For example, Bretons 
are 20 points more intelligent than 
Redguards and Nords of either gen-
der; females Orcs and Argonians are 
10 points more intelligent than males 
of the same race. 

Examples of system-embedded biases 

Figure 5. Plot of how female players allocated statistical attributes of conventional role-
playing games based on the gender of their avatar (female/male); note, the error bar for 
male avatars’ intelligence is zero because all were assigned a value of 4 on a 7-point scale. 
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vironment,39 here we present findings 
showing how biases can be modeled 
when constructing one’s own avatar. We 
conducted a user study with 185 partici-
pants who were asked to customize their 
avatars using the avatar creator Heroes 
of Elibca. The demographic breakdown 
included 104 participants (or 56%) self-
identified as male and 81 (or 44%) self-
identified as female. We studied how 
they assigned statistical attributes to 
their avatars based on gender. 

The results reveal the phenomenon 
of gender stereotyping in how some 
of these avatars were customized. In 
Figure 5, observe that female players 
gave male avatars significantly higher 
values for physical-related traits (such 
as “strength,” “endurance,” and “dex-
terity”) while giving them significantly 
lower values for intellect-related traits 
(such as “intelligence,” “wisdom,” 
and “charisma”). Female players here 
appear to be projecting aspects of an 
identity experience from the physical 
world (such as stereotypes of gender) 
onto the avatars. This demonstrates a 
kind of box effect, as it reflects a play-
er’s cognitive formation of categories of 
gender roles, along with associated as-
sumptions and expectations. Interest-
ingly, we did not observe these effects 
in avatars created by male users, as in 
the online appendix. We observed this 
asymmetry in earlier results of a small-
er sample size29 and also by other re-
searchers.21 Such results are not meant 
to portray female players negatively; 
factors like the genre of the game may 
reward traditionally “male” behaviors 
like physical aggressiveness.35 These 
user-enacted social-identity phenom-
ena reflect the situated nature of cogni-
tively forming categories. 

Simulating Social 
Identify Phenomena 
The last section focused on tech-
niques for identifying and analyz-
ing box effects, but analysis alone 
is not enough for reimagining the 
Avatar Dream. Developers need tools 
that are better able to model socio-
cultural-identity categories and the 
experiences that people have based 
on them. Here, we provide an over-
view of our platform developers can 
use to design and implement virtual 
identity systems that help users bet-
ter understand box effects and/or en-

players choose characters’ prior life 
events from categories corresponding 
to the archetypes (such as studious, or 
mage, physically strenuous, or fighter, 
or street-smart, or thief, upbringings). 

Analyzing users: Revealing user-
enacted values. We have revealed user 
values and preferences in the follow-
ing ways: 

Modeling identity expression from 
player data. Using our AIRvatar system, 
we created a custom-developed avatar 
customization system called Heroes of 
Elibca (see Figure 4)f to give us full con-
trol over aspects of data collection for 
our experiment design. Players were 
presented with an introductory se-
quence to provide them with a familiar, 
computer-role-playing-game setting. 
Additionally, this helped us to contex-
tualize the study as a scenario in which 
created avatars would be used as part of 
a videogame. Out of Harrell’s taxonomy 
of technical components of computa-
tional identity systems16—static me-
dia assets, flat text profiles, modular 
graphical models, statistical/numerical 
representations, formal annotation, 
and procedural/behavioral rules—the 
results in the following subsections fo-
cus on statistical/numerical representa-
tions.g Players customized their avatars 
by modifying the values of six statistical 
attributes—strength, endurance, dex-
terity, intelligence, charisma, and wis-
dom—on a seven-point scale; see the 
online appendix for descriptions based 
on commonly used conventions in role-
playing videogames. Each attribute had 
default values of 4; there were 27 allocat-
able points for each avatar. 

Examples of user-enacted biases (stereo-
types from gender-category expectations). 
While previous research has shown that 
players exhibit gender bias toward ava-
tars controlled by others in a virtual en-

f Art assets and resources from the publicly avail-
able Mack Looseleaf Avatar Creator (http://
www.geocities.jp/kurororo4/looseleaf) and Lib-
erated Pixel Cup (http://lpc.opengameart.org).

g We do not cover our experiments analyzing 
other components; for example, in analyzing 
text profiles and tags, we find avatars clustered 
into three categories of narrative theme and 
genre: personal stories (such as gender, age, 
and family relationships); functional stories 
(such as occupation, geographical location, 
and work); and fantastical themes (such as 
magic and power).26 Image analysis reveals pat-
terns of players conforming to gender stereo-
types when creating avatars for themselves.30

The underlying 
engine allows  
for the movement  
of individuals 
within, between, 
and across  
social categories. 

http://mags.acm.org/communications/july_2017/TrackLink.action?pageName=57&exitLink=http%3A%2F%2Fwww.geocities.jp%2Fkurororo4%2Flooseleaf
http://mags.acm.org/communications/july_2017/TrackLink.action?pageName=57&exitLink=http%3A%2F%2Flpc.opengameart.org
http://mags.acm.org/communications/july_2017/TrackLink.action?pageName=57&exitLink=http%3A%2F%2Fwww.geocities.jp%2Fkurororo4%2Flooseleaf
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playing games, racial categorization is 
typically used to style the visual appear-
ance of a player’s avatar or trigger sev-
eral different canned reactions when 
conversing with a non-player charac-
ter. In social media, users typically join 
groups based on shared taste or catego-
rize each other as “colleagues” or “fam-
ily members” using privacy settings. In 
such systems, category membership 
is determined in a top-down fashion; 
members often slot into single, ho-
mogeneous groups with no hybrid 
identities, identities at the margins of 
groups, or identities that change over 
time. They neither provide developers 
and users elegant ways to avoid box ef-
fects nor simulate them to create via 
more expressive virtual worlds. 

Simulating and avoiding box ef-
fects. Our “Chimeria platform” (hereaf-
ter Chimeria) is a system that supports 
simulating of physical world identity 
phenomena in virtual identity systems 
ranging from social-media accounts 
to videogames. Such simulation aug-
ments virtual identity models with 
gradience and dynamics, increasing 
their sociocultural nuance. Such ad-
ditional nuance supports demonstrat-
ing how box effects are detrimental. 
And demonstrations are performed by 
creating expressive systems (such as 
videogames) that reveal how forms of 
discrimination function or avoiding 

box effects in utilitarian systems (such 
as social-media platforms). It does so 
in two primary ways: modeling the un-
derlying structure of many social cat-
egorization phenomena with a compu-
tational engine; and enabling users to 
build their own creative applications 
about social categorization using the 
engine as a backbone. The underlying 
engine allows for the movement of in-
dividuals within, between, and across 
social categories. 

It also allows for category members 
to have varying degrees of centrality to 
each group, assimilate or naturalize in 
relation to a hegemonic group, and be 
members of multiple groups. These 
aspects of the system are grounded in 
theories from sociolinguistics,33 cog-
nitive science,23,h and the sociology 
of classification.3 The system is thus 
capable of modeling complex social 
behaviors (such as “impression man-
agement,” addressed later). We next 
describe the architecture of Chimeria 
and two applications built with it. 

Chimeria authoring platform. Chi-
meria supports simulating experiences 
based on social-group membership 
using a data-driven approach and con-
sists of three main components (see 
Figure 6). Simulations may take dif-
ferent forms (such as a 2D visual novel 
game, a fictitious social network chat 
narrative, or 3D virtual environmenti). 

Chimeria engine. This is our imple-
mentation of a mathematical model 
of users’ degrees of membership 
across multiple categories. The Chi-
meria engine is designed to calculate, 
modify, and simulate changes to these 
memberships, acting as the system’s 
logical processing component. It mod-
els users’ category memberships as 
gradient values relative to the more 
central members,3,17,23 enabling more 
representational nuance than binary 
status of member/nonmember com-
monly used in applications; for exam-
ple, on the social network Facebook, 

h Lakoff cited a convergence of work in multiple 
fields, suggesting a need for more nuanced 
categorization models. For example, from com-
puter science, he cited Zadeh’s fuzzy logic,40 
which is useful for formalizing our models of 
gradient membership but unnecessary for the 
current implementation.

i We also made a demo integrating Chimeria 
with a 3D game interface, using the Unity 
game engine; see https://unity3d.com/

able more nuanced identity-category 
models that avoid them. Modeling 
box effects is necessary for the first 
part of the dream—being whomever 
you want using a virtual identity—
because being someone is not just 
a matter of graphical appearance, 
but of modeling systematic experi-
ences. The second part of the Avatar 
Dream—understanding the experi-
ence of others—requires modeling 
social experiences more robustly to 
avoid box effects. While one may not 
be able to directly experience what it 
means to live a physical-world life as 
a member of another social category 
using virtual identity, it is possible to 
use virtual identities to convey some 
of the patterns of experience people 
in other categories face and that ex-
ist structurally in societies. Enabling 
users to be a virtual female superhero 
or even just a more suave and dandy 
self requires techniques to help them 
imagine the subjective experience of 
those types of identity. Our platform 
demonstrates representational ben-
efits of a gradient model of social 
identity; our examples demonstrate 
applications that aim to engender 
critical awareness about the nuances 
of social identity. 

Computational models of social 
identity are found in a wide range of 
digital-media works. In computer role-

Figure 7. Screenshot from Chimeria:MusicNet.  
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ture and rebellion), and genres (such as 
film score). This extrapolation leads to 
a set of musical-identity categories, that 
is, musical-affinity groups that provide 
the context for non-binary group mem-
bership and passing, or the “ability of a 
person to be regarded as a member of 
social groups other than his or her own 
... generally with the purpose of gaining 
social acceptance.”34 Each user’s set of 
moods, themes, and genres then affect 
the generated narrative in fundamental 
ways. The focus for Chimeria:MusicNet 
is not on categorizing music but on the 
modeling of musical preferences us-
ing a knowledgebase aggregated from 
external data. These models are used 
to dynamically construct a narrative 
conveyed through a social network in-
terface, or “conversational narratives,” 
structured by a model of conversation 
from sociolinguistics.33 

Figure 7 is a screenshot of 
Chimeria:MusicNet. A dynamic collage of 
photos, or photowall, is procedurally 
generated to represent the user’s mu-
sical-taste preferences; a feed of recent 
updates, posts, and invitations appears 
in an adjacent vertical timeline, as in Fig-
ure 7. Using musical preferences from the 
user’s Facebook music likes or by manual 
entry, a hybrid real/fictitious conversa-
tional narrative experience progresses 
over time in a manner described as fol-
lows. Dynamically generated posts by the 
user’s non-player character friends com-
ment on the user’s membership in multi-
ple musical-affinity groups, as in “You’re 
a raucous rock fan now?” or “Want to 
hear some airy jazz music?” The user may 

being someone’s friend can be viewed 
as a basic Boolean flag; in the physi-
cal world, however, there are varying 
types and levels of friendship people 
have with others.j Chimeria is intend-
ed to enable both a greater range of 
expression of such nuances and rep-
resentations that better serve users. 

Chimeria application interface. This 
is a visual interface for user interaction 
and for experiencing the narratives 
of category membership changes, or 
game or story interfaces. The separation 
between the back-end (Chimeria engine) 
and the front-end (Chimeria application 
interface) provides the flexibility to go 
through the same narrative trajectory 
in relation to membership shifts with 
varying visuals. Chimeria narratives are 
authored by developers using an XML 
file format with a narrative structure, as 
described in Harrell et al.19 

Chimeria domain epistemologies. An 
“epistemology” is an ontologyk that de-
scribes cultural knowledge and beliefs.18 
In Chimeria, they are the knowledge 
representations of the categories being 

j For example, using features related to tie 
strength,12 the Chimeria engine could be used 
to dynamically compute friend centrality.

k Unlike its use in philosophy regarding the na-
ture of existence, we use the term “ontology” 
here in its computer-science sense, referring 
to the AI notion of computational-knowledge 
representations. Ontologies provide ways to 
specify conceptualizations of aspects of some 
domain (such as using objects, types of objects, 
attributes, relations, and events) and can be 
represented informally, semi-formally (such as 
markup languages), or very formally (such as 
first-order logic).

modeled. Assets used to present these 
categories can be author-contributed 
(such as graphics and text) or data-driv-
en (such as retrieved YouTube videos). 

Chimeria applications. To better 
illustrate the capabilities of the com-
ponents within Chimeria, we describe 
two very different simulations of social 
experience created using Chimeria. 
These are Chimeria:MusicNet, a social-
networking simulation application 
that models social categories in the 
domain of musical preferences15 and 
Chimeria:Gatekeeper, a computer role-
playing-game scenario that models a 
conversational narrative between the 
player and a non-player character. 

Chimeria:MusicNet. This applica-
tion, the name of which is an abbrevia-
tion of Chimeria:Musical-Identity-Social-
Network, uses the Chimeria engine to 
model social experiences based on cat-
egories of music preference. Psycholo-
gists David Hargreaves, Dorothy Miell, 
and Raymond MacDonald note that the 
music people listen to becomes a venue 
for the expression and formulation of 
their sense of self-identity and identity 
portrayed toward others, or “a musical 
identity.”15 The system models category 
membership using musical preferenc-
es that are automatically constructed 
from a user’s set of music “likes,” or 
binary indications of positive valua-
tion, on a social-network profile. These 
“likes” are musical artists from which 
the Chimeria engine extrapolates (using 
commercially available musical-classi-
fication data) moods (such as cheerful 
and gloomy), themes (such as adven-

Figure 8. Screenshots from Chimeria:Gatekeeper. 
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simulated experiences include volun-
tary disclosure of stigma and slipping, 
or trying to pass as an accepted mem-
ber but failing. They capture trade-offs 
between gaining utilitarian access ver-
sus loss of self-identity. 

User testing has revealed Chimeria 
overcomes limitations common in vir-
tual identity systems while enabling 
critical examination of how identities 
are negotiated in the physical world.20,l 
While this fantasy scenario may seem 
far removed from physical-world ex-
periences of stigma like sexism and 
racism on the job, such tensions ex-
ist and are common; for example, in 
the U.S, speakers of southern dialects 
of English have described needing to 
change their speech patterns to suit-
ably impress an employer, and female 
entrepreneurs and politicians have 
described pressure to de-emphasize 
stereotypically feminine character-
istics to be taken more seriously by 
those in positions of power. Such peo-
ple have described having to get past 
“gatekeepers” as an apt metaphor for 
their experience. 

Future Work 
The outcomes of the work we have de-
scribed here have led to several new 
projects at the intersection of comput-
ing, sociocultural identity, and imagi-
native cognition. The projects further 
model dynamic relationships between 
virtual identities and sociocultural 
identity phenomena in the physical 
world. These projects aim to, respec-
tively, use avatars to support public 
high school students from groups 
currently underrepresented in STEM 
fields in seeing themselves as power-
ful learners and doers of computer 
science and to excite them about the 
field; better understand global cultur-
ally specific everyday uses of virtual 
identities in social media and video-
games; and create a virtual reality sys-
tem that helps engender empathy in 
the midst of global conflict (a collab-
orative project directed by war photo-
journalist Karim Ben Khelifa).m 

l For example, a majority of players perceived 
that identity was central to the interaction in 
the game scenario and that it affected conver-
sation more than in other games in the genre.

m See https://www.nytimes.com/2016/10/30/arts/ 
design/meeting-the-enemy-face-to-face-
through-virtual-reality.html

Technologies we use to imagine 
ourselves can be powerful media for 
social empowerment through criti-
cal thought and social awareness. 
For us, this is a more urgent dream. 
Like dreams of ubiquitous comput-
ing and AI, the most important aspect 
of the Avatar Dream is not whether it 
is achievable but that it pushes us to 
consider the limits and ethics of vir-
tual identity technology development 
and propels us toward innovations 
that benefit society. 

Conclusion 
This article is a result of more than 
seven years of research toward our 
reimagined Avatar Dream wherein ad-
dressing social and cultural concerns 
is intrinsic to its realization. The Ava-
tar Dream is not a panacea for social-
identity problems; virtual identities are 
mere technical components of broader 
phenomena of human identities and 
the many concepts, artifacts, and inter-
actions that produce them. We must 
move beyond questions of whether the 
Avatar Dream is achievable and also 
consider whether it would be good if 
achieved. 

Still, we have thoughts regarding 
whether the Avatar Dream is indeed 
achievable. Answering first necessi-
tates clarifying what it means to be-
come someone or something else us-
ing a computer. Humans have great 
power of self-imagination. Yet the 
physical world we live in is rife with in-
dividual, social, and cultural histories 
that affect people’s capacities to de-
termine their own identities. Such his-
tories constrain our ability to directly 
understand the experience of others. 
As human-created artifacts, virtual 
identities reflect historical, social, and 
cultural constraints from the physical 
world. Achieving the Avatar Dream re-
quires a better understanding of the 
relationships between the constraints 
imposed by our social-identity experi-
ence in the physical world and our po-
tential for self-imagination in virtual 
worlds. Ignoring these constraints on 
our social identities results in both sys-
tem-embedded and user-enacted box 
effects, rendering the Avatar Dream 
unachievable. While the existence of 
negative box effects has been force-
fully argued in anecdotal terms, we 
have demonstrated a method for em-

“like,” “dislike,” or simply ignore these 
posts, resulting in group-membership 
changes. Some friends question newly 
discovered interests while others pass 
judgment on prior affiliations. The re-
sulting narrative may describe passing or 
assimilating as a member of a new group 
of music listeners, reinforcing a prior 
group affiliation, or even being margin-
alized in every group. 

Chimeria:Gatekeeper. This applica-
tion models a common role-playing-
game scenario—a player trying to gain 
access to the inside of a castle. The 
scenario illustrates a phenomenon 
noted by Harrell,16 who wrote, “There 
exists a perceived appropriateness of 
particular ways to present one’s self in 
different situations, as well as social 
avenues that may be closed off or ac-
cessed only with more difficulty due 
to externally defined social prejudices 
and biases. This perceived negative 
difference between diverse individu-
als and socially defined, desirable and 
privileged norms is called stigma.” The 
Chimeria:Gatekeeper scenario is based 
on sociologist Erving Goffman’s work 
on stigma.13 The unseen player charac-
ter is initialized in a “discredited” (stig-
matized) category, and the non-player 
character is initialized in an “accepted” 
category. The discredited category is 
prototypically defined as the Sylvanns 
race—tall, well-spoken, and wearers 
of fine clothing. The accepted category 
is prototypically defined as the Brush-
woods race—short, plain-spoken, and 
wearers of rough-spun clothing. To 
gain access into the castle, the player 
must exhibit behaviors that convince 
the guard that she or he should be 
admitted; most players try to demon-
strate that the player character fits in 
the accepted category, a social-identity 
phenomena known as “passing.”13 Fig-
ure 8 depicts choosing a dialog option 
to fit into the accepted category. Ac-
tions (such as slouching to adopt the 
posture of a prototypical Brushwood or 
displaying fine Sylvann clothing) shift 
the non-player character’s model of the 
player character’s category member-
ships, rendering the outcome closer to 
gaining access or being rejected. Chi-
meria handles alternatives to the com-
mon strategy of intentionally passing, 
simulating experiences of a variety of 
box effects based on Goffman’s notion 
of impression management.13 Other 
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pirically demonstrating their existence 
through computational modeling. If 
virtual identities are used to reinforce 
cognitive or structural constraints to 
the detriment of individuals, achieving 
the Avatar Dream would be harmful, 
even if possible. 

A child growing up in poverty 
imagining herself as a future success-
ful engineer—despite having never 
lived as one—is a powerful act of self-
imagination. If she is discriminated 
against because she is deemed poor 
(or any other identity-related reason) 
and denied access to the resources to 
become an engineer, then structural 
constraints have limited her ability to 
take on a social identity she aspires to. 
If she believes that becoming an engi-
neer is not achievable because of her 
socioeconomic status, then cognitive 
constraints based on her experience 
of social identity have limited her ca-
pacity to self-imagine. Our work using 
AI to analyze blended identities aims 
to reveal both structural constraints 
embedded in systems and cognitive 
constraints emerging from users. We 
seek to support individuals’ capaci-
ties to self-imagine in empowering 
ways while negotiating oppressive 
social constraints they face. At times, 
this may entail supporting users to 
imagine themselves as whomever they 
want to be; at other times, it entails 
supporting users in realizing and ne-
gotiating constraints rooted in the 
physical world. This is our reimagined 
Avatar Dream—a socially and cultural-
ly informed vision that would be good 
if achieved. 
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THROUGHOUT THE 20 TH century, particularly after 
1970, the technological revolution in semiconductors, 
digital communications, and consumer electronics 
resulted in dramatic changes to our everyday lives. 
We work, travel, consume, and communicate 
differently thanks to technological innovation. 
As a consequence, the role of information and 
communications technologies (ICTs) in the global 
economy is often the center of popular and academic 
attention—to the point that the word “technology” in 
common parlance has come to mean “information 
technology.” But just how influential have ICTs 
become in affecting subsequent inventions compared 
to other technologies? This article examines the 
special role of ICTs in influencing technological 
development over the 20th century. The analysis is 
intended to highlight the role of ICTs in societal 
accumulation of technology, not only in terms of 
production and consumption. 

ICTs can be utilized as components 
and enablers in many different pro-
duction activities. For this reason, they 
are thus seen as drivers of economic 
growth. At the national-economy level, 
ICTs have a strong influence on eco-
nomic growth,8,14 and although there 
was some early debate as to whether 
ICT improves productivity,a it is now ac-
cepted among economists that at the 
firm level, ICTs significantly contribute 
to industrial productivity.4,7 Academic 
economists generally agree that such 
productivity benefits first appear in the 
ICT-producing industries and gradually 
spread to ICT-using industrial sectors.19 

Economic history suggests that inno-
vation over long economic and techno-
logical cycles is brought about by gener-
al-purpose technologies,6 or those that 
can be adopted in diverse economic sec-
tors and lead to efficiency and improve-
ments. For instance, electrical engines 
can power cars, factory machines, or 
home appliances. Electricity is thus a 
general-purpose technology that has 
been adopted by the car manufactur-
ing industry, along with other machine 
industries, leading to improvements 
and efficiencies to the car as a product. 
However, the economywide contribu-
tion of such general-purpose technolo-
gies on subsequent invention has not 
been thoroughly examined thus far, with 
studies focusing instead on specific tech-
nologies (such as broadband).2,3 There 
are also several studies that link adoption 
of ICTs with subsequent invention activi-
ties,1,10 while others have considered the 

a “You can see the computer age everywhere but 
in the productivity statistics.”17
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processes of “co-invention” associated 
with information technologies.5 Unlike 
these earlier studies, in this article we 
empirically assess whether ICTs have 
had a greater influence on cumulative 
technological change compared to other 
technological fields of the 20th century. 

We undertake our investigation using 
patent data, in particular the citations 
between individual patents. Patent data, 
with its global reach and wide techno-
logical spectrum, is an ideal testbed for 
describing how (protected) knowledge 
from ICT sectors has influenced other 
non-ICT sectors. Patent citations are 
references to “prior art” that the focal in-
vention builds on or relates to and thus 
limit the originality of the focal inven-
tion.11 They are widely used as a proxy 
for knowledge spillovers indicating the 
transfer of innovative applications and 
ideas within and across fields of technol-
ogy.18 Consequently, citation patterns 
have been used extensively to inform 
industry and technology policy making; 
see, for instance, Dechezlepêtre et al.9 
and Jaffe and Trajtenberg.12 Citations to 
a patent have also been used as a mea-
sure of its importance in industry com-
parisons, intellectual property manage-
ment, and valuation of firms.11 

We empirically compare knowledge 
spillover from ICT and non-ICT inven-

tions at the patent-application level. 
Utilizing the PatStat database, which 
consists of the entirety of patent records 
for more than 160 patent offices over 
the past 100 years, we use two methods. 
We first analyze the number of prior art 
(forward) citations per patent, control-
ling for the type of the underlying in-
vention (ICT or non-ICT) to assess the 
differences between the two groups. 
Second, we compute the importance of 
each patent based on the Google Pag-
eRank algorithm and substitute the 
number of prior-art citations with the 
PageRank metric; based on this model 
we rerun our analysis to assess the dif-
ference between ICT and non-ICT pat-
ents. For both approaches we apply a 
wide range of patent-specific, fixed, and 
time-varying controls. 

We confirm that ICT patents are 
more influential than other types of 
patents, observing a significant differ-
ence in the citations of ICT and non-
ICT technologies. ICT patents receive 
up to 0.406 more citations and a con-
siderably higher PageRank than non-
ICT patents. These findings quantify 
the influence of ICT inventions on oth-
er technological inventions. Moreover, 
the PageRank method provides a qual-
ity-adjusted indicator that helps mea-
sure the true influence of inventions. 

We suggest the exceptional influence 
of ICTs is due to their openness and 
flexibility enabling complementary in-
vention and the fundamental roles of 
information and communication in 
the very process of invention. 

Method
Our data source is PatStat, a compre-
hensive dataset available from the Eu-
ropean Patent Office, with data from 
more than 160 publication authorities, 
90 million awarded patents, and 160 
million citations for the period 1900 to 
2014. This information is also linked to 
detailed data about patent-level publi-
cation claims, patent families, tech-
nology fields, and classification data. 
Table 1 details the PatStat organization 
of technology sectors and fields. We 
use the patent universe (all listed pat-
ents from the PatStat dataset) to iden-
tify the complete network of prior-art 
citations. Table 1 also details our iden-
tification of ICT patents.b As ICT is not 

b Patent-classification schemes are occasionally 
modified, and a patent can change its specific 
classification. However, past reclassifications 
do not influence our analysis, as most reclassi-
fications happen at quite granular levels. Our 
analysis is at the rather coarse sector level; that 
is, it is unlikely for a patent to be reclassified 
between technology sectors.
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solely the domain of the electrical-en-
gineering sector, we code each technol-
ogy class as ICT or non-ICT, following 
Kim and Hwang.13c 

We estimate a simple model at the 
patent level where the total number 
of forward citations it has received (a 
count) is regressed against the type 
of patent (ICT or non-ICT) and other 
controls Xit. These controls include 
patent office, year of grant, patent fam-
ily, extended patent family,d stock of 
published patents by sector and year, 
count of citations by year and sector, 
and number of citations added by ex-
aminers. The controls permit us to al-
leviate sector-specific concerns (such 
as the potential ease in categorizing 
and finding during patent search), 
which lead to more complete referenc-
ing by patent officers, as well as rapid 
growth of the ICT sector itself, which 
leads to yet more patents and hence 
citations. Moreover, they enable us to 
indirectly control for regional and tem-
poral effects regarding the “ease” of 
publishing a patent.e Self-citations by 
the same assignee(s) are excluded from 
the counts. The model is 

Ci=βiICTi+γiΧit+εi 

where Ci is the count of all citations 
received by patent i, ICTi is a dummy 
equal to 1 for ICT patents and 0 oth-
erwise, and Xit is a vector of patent 
characteristics. 

To reduce the potential bias of other 
potentially confounding effects in pat-
ent citations we also look at the data 
as a directed graph that evolves over 
time. This approach resembles the 
PageRank algorithm initially proposed 
by Google as a measure of ranking 

c A full matching of sector to International Patent 
Classification classes is available from author 
Koutroumpis.

d We follow the European Patent Office, defin-
ing a patent family as “all documents having 
exactly the same priority or combination of 
priorities belong to one patent family” and a 
“broad” patent family as including all docu-
ments directly or indirectly linked to one 
specific priority document. Source: European 
Patent Office, https://www.epo.org/searching-
for-patents/helpful-resources/first-time-here/
patent-families/definitions.html.

e This control does not alleviate potential con-
cerns that it is “easier” to patent ICT than 
other technologies; this is a topic for future re-
search, and we thank an anonymous reviewer 
for suggesting it.

Table 1. Technology sectors, technology fields, and ICT relevance. 

Technology Sector Technology Field ICT Status

Chemistry Basic materials chemistry non-ICT

Chemistry Biotechnology non-ICT

Chemistry Chemical engineering non-ICT

Chemistry Environmental technology non-ICT

Chemistry Food chemistry non-ICT

Chemistry Macromolecular chemistry, polymers non-ICT

Chemistry Materials, metallurgy non-ICT

Chemistry Microstructural and nanotechnology non-ICT

Chemistry Organic fine chemistry non-ICT

Chemistry Pharmaceuticals non-ICT

Chemistry Surface technology, coating non-ICT

Electrical Engineering Audio-visual technology ICT

Electrical Engineering Basic communication processes ICT

Electrical Engineering Computer technology ICT

Electrical Engineering Digital communication ICT

Electrical Engineering Electrical machinery, apparatus, energy ICT

Electrical Engineering IT methods for management ICT

Electrical Engineering Semiconductors ICT

Electrical Engineering Telecommunications ICT

Instruments Analysis of biological materials non-ICT

Instruments Control ICT

Instruments Measurement non-ICT

Instruments Medical technology non-ICT

Instruments Optics non-ICT

Mechanical Engineering Engines, pumps, turbines non-ICT

Mechanical Engineering Handling non-ICT

Mechanical Engineering Machine tools non-ICT

Mechanical Engineering Mechanical elements non-ICT

Mechanical Engineering Other special machines non-ICT

Mechanical Engineering Textile and paper machines non-ICT

Mechanical Engineering Thermal processes and apparatus non-ICT

Mechanical Engineering Transport non-ICT

Other Fields Civil engineering non-ICT

Other Fields Furniture, games non-ICT

Other Fields Other consumer goods non-ICT

Note: Technology fields are non-overlapping IPC codes available from the PatStat dataset.

Figure 1. Yearly citations per patent for ICT and non-ICT sectors. 
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gies.h The controls help explain almost 
half the effect found earlier in the sim-
ple t-statistic, which is both expected 
and reassuring about our method. In 
model 2 we limit the period of analy-
sis to five years following publication, 
measuring the immediate impact of 
each invention rather than the longer-
term effects. ICT patents attract 0.31 
more citations than other technolo-
gies in their first five years, a finding 
that suggests that approximately three 
quarters of citation effects in ICT pat-
ents have already materialized in just 
five years following publication. As a 

h The estimated citation count coefficient is 0.406, 
or 27.6% of the mean citation count of 1.473.

webpage influence.16 Each patent rep-
resents a node in the graph, and each 
citation represents an edge that origi-
nates from the citing patent and ends 
at the cited patent. Ranking patents in 
terms of their influence instead of the 
count of incoming citations (in-degree) 
requires an iterative process that goes 
through each node of the graph and 
determines its rank as the sum of the 
ranks of other patents citing the focal 
patent. We compute the PageRank for 
each patent, then use the same model 
from the first regression, replacing the 
dependent variable with PageRank. 
As the PageRank method requires, we 
apply a damping factor to reduce the 
importance of nodes that are farther 
away.f As a further robustness test we 
compute the PageRank for the entire 
network by decade and observe the 
changing influence of ICT patents. 

As the size of the dataset exceeds 
common computing capacities, the 
bulk of this analysis has taken place us-
ing c4.8xlarge compute-optimized 
instances and r3.8xlarge memory-op-
timized instances on the Amazon Cloud. 

Results 
We first plot the mean citations for ICT 
and non-ICT sectors over the period of 
study in Figure 1. ICT patents clearly 
display higher citation counts for most 
of the 20th century. We observe a peak 
in the 1980s and 1990s when the sec-
tor difference increased dramatically. 
Citation counts drop dramatically after 
2005; we attribute it to both a smaller 
window of observations reducing the 
citation records and right censor-
ship.g We thus consider results later 
than 2005 to be unreliable. 

We also conducted a simple t-test 
on the citation counts to see whether 
a difference exists between ICT and 
non-ICT patent citations (see Table 2). 
The t-test clearly demonstrated the 
substantial differences between the 
technology sectors; ICT patents re-
ceive 0.842 more citations than other 
patents. This result can be attributed 
to a number of factors: ICT fields may 

f We applied a number of damping factors that 
did not change the result.

g This drop is unrelated to the fact that ICT 
technologies are relatively newer compared 
to non-ICT technologies, as there is the same 
drop for all patent classes; see Koutroumpis 
et al.15 for details.

produce more patents than others, 
increasing their citation counts; ICT 
patents might cite themselves or other 
ICT patents more frequently, further 
increasing the counts; and ICT patents 
might be associated with more devel-
oped international presence through 
larger patent families that might boost 
citation counts as well. 

To account for these confounding 
factors, we include a number of control 
variables in our models in Table 3. In 
model 1, considering the total number 
of citations received by each patent, we 
observe that ICT patents now receive 
only 0.406 more citations than non-
ICT; that is, ICT patents receive 27.6% 
more citations than other technolo-

Table 2. T-test of the sum of citations per patent. 

Group Observations Mean Standard Error

Non-ICT 63,318,494  1.221** 0.001

ICT 27,159,889  2.063** 0.002

Difference  -0.842** 0.002

Notes: Statistical significance at * p<0.05; ** p<0.01.

Table 3. Influence of ICT on patent citations and PageRank. 

(1)
All citations

(2)
Five-year citations

(3)
PageRank

ICT 0.406** 0.310** 2.903**

(257.04) (213.49) (301.34)

Patent stock 0.001** 0.001** 0.001**

(104.23) (102.95) (5.40)

Family size 0.001** 0.001** -0.003**

(4.65) (7.44) (6.02)

Family size broad 0.001** 0.001** -0.001**

(72.94) (56.41) (13.14)

Patent claims 0.25** 0.214** 0.482**

(1,667.87) (1,473.02) (528.34)

Citations added by examiner 2.362** 1.726** 10.319**

(1,637.21) (1,277.24) (1,172.89)

Citation stock 0.001** 0.001** 0.001**

(139.14) (109.97) (98.70)

Year fixed effects Yes Yes Yes

Publication-authority fixed effects Yes Yes Yes

Patent family clustering Yes Yes Yes

R2 0.18 0.16 0.11

N 88,725,978 82,073,428 88,725,978

Notes: Different dependent variables are used across specifications: (1) the count of citations; (2) the count of citations 

in a five-year window after publication; and (3) the PageRank of each patent multiplied by 109. A 0.85 damping factor is 

used for (3). All models include year, publication-authority fixed effects, and clustering at the patent-family level. Patent 

family is defined as “all documents having exactly the same priority or combination of priorities belong to one patent 

family” (DOCDB). A “broad” (INPADOC) patent family retrieves all documents directly or indirectly linked to one specific 

priority document. 

Absolute value of t statistics in parentheses and statistical significance at * p<0.05; ** p<0.01. 
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ent in our 90-million-patent dataset. 
This involves loading the edge list 
(approximately 160 million) of all ci-
tations and looping over citation net-
works until the algorithm converges 
under the specified accuracy thresh-
olds. The PageRank offers a more in-
formative metric compared to simple 
citation counts. Using the PageRank 

approach, two patents with identical 
citation counts are not necessarily 
equal; the importance of the citing 
patents instead reflects the impor-
tance of the focal invention. 

Figure 2 shows the average Page-
Rank by decade for selected technology 
sectors.i The effect we see with ICT pat-
ents is clearly reflected in the electrical-
engineering sector where there was a 
distinct increase in importance from 
the 1970s onward. Moreover, these re-
sults seem to suggest the effect is ongo-
ing. Emphasizing the continued effect 
of electrical engineering, mechanical 
engineering appears to be decreasing 
in importance, while chemistry and in-
struments appear to have remained at a 
constant (or slightly decreasing) level of 
importance during the period of study. 
The other-sectors category, including 
consumer goods and furniture and 
games, seem to be gradually increasing 
in importance, albeit from a more mod-
est starting point. 

Table 3 (model 3) lists the regres-
sion results of the PageRank analysis 
against all controls. We find ICT pat-
ents received 10% higher PageRanks 
than other technologies.j Although this 
appears to be a smaller difference than 
that of simple citations (27.6%), we 
highlight that the distribution of cita-
tion counts and PageRanks differ sig-
nificantly (see Table 4). 

In particular, the distribution of 
PageRanks is less dispersed than the 
simple counts, and its coefficient of 
variation (the standard deviation di-
vided by the mean) highlights this 
phenomenon, as in Table 4. Simple 
counts have a coefficient of variation 
equal to 4.66, while PageRanks had a 
coefficient of variation of 2.12, or less 
than half the dispersion of the citation 
distribution; that is, a 1% increase in 
PageRank is equivalent to a 2.2% in-
crease in citation count.k The 10% 
increase in PageRank ICT patents re-
ceive was thus equivalent to a 22% in-
crease in citation counts, only slightly 
less than the 27.6% we found, confirm-
ing the effect. 

i Although our ICT/non-ICT comparison uses 
an extended definition of ICT, as in Table 2, we 
restrict the analysis here to common sectors 
for clarity.

j The estimated PageRank coefficient is 2.903, 
or 10.0% of the mean PageRank of 28.939.

k 4.664 divided by 2.118 is 2.202.

further check, we find that the controls 
have the expected signs and signifi-
cance, with the stock of patents posi-
tively affecting total counts and more 
popular sectors experiencing higher 
citation counts. 

We now perform the computation-
ally demanding iterative process of 
measuring the PageRank of each pat-

Figure 2. Yearly average PageRank by technology sector. 
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Table 4. Means, standard deviations, and coefficients of variation. 

Mean Standard Deviation Coefficient of Variation

Citations (all publications) 1.473 6.873 4.664

PageRank (x 109) 28.94 61.29 2.118

Notes: Summary statistics for citations (across publications) and PageRank variables. Mean and standard deviation  
are reported in the first two columns. The coefficient of variation, a measure of the dispersion, defined as the ratio  
of the standard deviation to the mean, is reported in the last column. 

Figure 3. Kernel densities for (left) distributions of citations and (right) PageRank. 
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ank values than non-ICT patents. 
Illustrating this effect, Table 5a in-

cludes the summary statistics com-
parison of the PageRank of the top 1%, 
0.1%, and 0.01% for ICT and non-ICT 
patents, and Table 5b shows the PageR-
ank comparison of the top 20 patents in 
our data. These examples help illustrate 
the greater PageRanks for ICT patents, 
as well as the types of patents that drive 
this effect. 

We conclude that our analysis 
points to an outsized influence of ICT 
patents on subsequent patents from 
other technology sectors. 

Figure 3 and Figure 4 plot the ker-
nel densities for the logged distribu-
tions of citations and PageRanks, with 
the y-axis indicating the probability 
of each value in the x-axis. For easier 
presentation and comparison, and, 
as these scores are positive and non-
zero, we use the logarithmic form. 
Probability distributions help us fur-
ther understand the difference be-
tween the ICT and non-ICT results by 
presenting the probability of a par-
ticular citation count or PageRank 
value. Figure 3 shows the ICT effects 
remain strong for both citations and 

PageRanks, with the gap between ICT 
and non-ICT widening as we move to-
ward the most influential patents, or 
those with greater citation counts or 
PageRanks. Although the difference 
between PageRank and log(citations) 
as a measure of influence appears to 
be relatively minor at the very high 
end of the distribution, Figure 4, pre-
senting the kernel density of the most 
influential 1% of patents, shows the 
difference between ICT & non-ICT is 
substantial. Figure 4 also shows there 
is greater probability of ICT patents 
with high citation counts and PageR-

Table 5. PageRank comparison for top patents; (a) top 1%, 0.1%, and 0.01% patents; and (b) top 20 patents (in terms of PageRanks). 

Rank
Application  

ID
Application  
Title ICT

PageRank  
(x 109)

Year of  
publication

Technology 
Sector

1 53256578 Data processing system Y 41481.03 1962 Electrical  
engineering

2 47125931 Data processing system Y 35125.14 1965 Electrical  
engineering

3 45398511 Process for producing biologically functional molecular chimeras N 34734.46 1980 Chemistry

4 49093248 Microorganisms having multiple compatible degradative energy-generating 
plasmids and preparation thereof

N 29760.38 1974 Chemistry

5 46785617 Multiplying and dividing means Y 26573.25 1952 Electrical  
engineering

6 49374877 Method for the direct analysis of sickle cell anemia N 24223.85 1983 Chemistry

7 53246938 Information handling apparatus Y 23040.61 1962 Electrical  
engineering

8 53231598 Masers and maser communications system N 22022.31 1960 Instruments

9 46167804 Diagnostic reagent N 21880.72 1981 Chemistry

10 53683125 Process for amplifying, detecting, and/or-cloning nucleic acid sequences N 20769.3 1987 Chemistry

11 53300809 Method for the determination of antigens and antibodies N 19816.43 1972 Instruments

12 51694170 Atomic or molecular oscillator circuit Y 19706.05 1958 Electrical  
engineering

13 53477242 Process for amplifying nucleic acid sequences N 18441.05 1987 Chemistry

14 50191114 Mobile communication system Y 18395.47 1972 Electrical  
engineering

15 50741692 Method of automatically evaluating source language logic condition sets 
and of compiling machine executable instructions

Y 18153.26 1982 Electrical  
engineering

16 48279565 Automatic message switching system Y 17705.71 1954 Electrical  
engineering

17 51780454 Software version management system Y 16791.97 1985 Electrical  
engineering

18 48815898 Controlling arrangements for electronic digital computing machines Y 16302.78 1957 Electrical  
engineering

19 47754682 Digital servo Y 15920.56 1951 Instruments

20 46130692 Three-electrode circuit element utilizing semiconductive materials Y 15679.73 1950 Electrical  
engineering

PageRank (x109)

Percentile ICT non-ICT

1.00%  265.31  196.79

0.10%  832.91  693.35

0.01%  2,365.63  2,218.22

(a)

(b)
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extend earlier studies of the societal 
effect of ICTs. 

Our analysis is not directly able to 
explain conclusively why ICT inven-
tions are substantially more influential 
than others but points to three possible 
factors we hope open avenues for fur-
ther research: ICTs may be more cu-
mulative than other technology fields, 
whereby subsequent inventions build 
more closely on previous inventions; 
as a field with a strong scientific knowl-
edgebase, ICT inventions may depend 
on scientific breakthroughs that enable 
cumulative invention of industrial ap-
plications and lead to highly cumula-
tive patterns of patent citations. ICTs 
may be more “generative” than other 
technologies; such generativity stems 
from the openness of ICT systems, by 
design, to enable complementary ap-
plications, and from the inherent flexi-
bility of ICTs that creates technological 
opportunity for invention. And finally, 
ICTs may have exceptional influence 
on invention in a range of technological 
fields because they enable the capture, 
manipulation, and communication of 
information itself, and information is 
the fundamental ingredient of inven-
tion. In a related study, we call ICTs “in-
vention machines” and further explore 
the nature of ICTs as general-purpose 
invention technologies.15  
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Conclusion 
Using complete patent data avail-
able for more than 100 years from 
160 countries comprising 90 million 
patents, we have shown that ICT pat-
ents are consistently more influential 
than patents from other industrial 
sectors. We used simple, iterative 
metrics to support our findings using 
the full lifetime of patents or shorter 
time spans. Whereas other studies 
have highlighted the importance of 
ICT for productivity and economic 
development, we have quantified the 
direct influence of ICT inventions on 
other technologies. 

We emphasize the results obtained 
through the PageRank approach be-
cause it most accurately measures the 
influence of inventions. PageRank 
highlights the role of specific ICT in-
ventions in enabling the invention of 
other influential technologies. With it, 
ICT patents do not appear quite as in-
fluential as with the coarser methods 
of descriptive statistics, but we still 
find a statistically and economically 
significant difference between ICT 
patents and the patents from other 
sectors. While the propensity for a 
greater number of patents and patent 
citation within the ICT sector may ex-
aggerate the influence of ICT, we use 
PageRank to capture “cumulative” 
influence and still find ICT patents 
have an outstanding effect on subse-
quent technological development. 
Our findings thus complement and 

Figure 4. Kernel densities for distributions of (left) top (1%) patent citations and (right) 
PageRank. 
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Econometrics is a key component to gauging 
user satisfaction and advertisers’ profits.

BY DENIS NEKIPELOV AND TAMMY WANG

THE TRANSITION OF the largest online advertising 
platforms to auction-based automated real-time 
designs has transformed the advertising industry. 
The advertisers had an opportunity to design flexible 
goal-specific advertising campaigns, target focused small 
groups of consumers, and perform fast and efficient 
experi mentations. At the same time, consumers can 
be exposed to a smaller number of higher quality 
advertisements. However, in order to achieve the 
design goals, such as optimal placement of ads that 
maximizes the sum of utilities of users or revenue 
generated by the auction platform, the auction needs 
to be carefully optimized. To optimize the auction, the 
auctioneer typically chooses a relatively small number 
of auction parameters that determine the allocation of 

items and prices based on submitted 
bids. Typical auction parameters in-
clude reserve prices, which determine 
the minimum bid and can correspond 
to any allocation. Another parameter 
used in sponsored search auctions is 
the quality score, which is a positive 
bidder-specific weight used to discount 
or inflate submitted bids before they 
are ranked. The setting of auction pa-
rameters requires a knowledge of ad-
vertisers’ preferences and consumers 
behavior, which can be acquired from 
data. This makes econometric infer-
ence from observed data of high im-
portance for the design and analysis of 
online advertising auctions.

The structure of online advertising 
exchanges is becoming significantly 
complex, and requires multiple param-
eters to be input by auction design-
ers. These parameters are required 
to yield consistent advertising alloca-
tions, relevant user ad experiences 
over time and catering ad placements 
to advertisers’ goals. This operational 
structure of online ad exchanges 
has been incorporated into the algo-
rithmic implementation of advertis-
ing auctions, see Muthukrishnan,29 
Aggarwal and Muthukrishnan,30 and 
Muthukrishnan31 for details of such 
an implementation. However, the 
increased heterogeneity and dynam-
ics of the marketplace call for quick 
“on demand” adjustments of auction 
parameters in order to pursue auction 
platform revenue goals and relevant ad 
experiences for users. Recent evidence 
from the sponsored search advertising 

Inference 
and Auction 
Design 
in Online 
Advertising

 key insights
 ˽ Modern advertising platforms are 

automated systems powered by auctions 
that allocate and price advertising  
slots contemporaneously based on  
the bids submitted.

 ˽ Real-time auction-based systems require 
good predictions of user behavior, need 
to adapt to the changing marketplace, 
and require fast and robust methods for 
evaluating performance.

 ˽ These challenges can be addressed  
by applying econometric methods to  
the data from advertising platforms.

http://mags.acm.org/communications/july_2017/TrackLink.action?pageName=70&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3035966
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expresses this bidder’s value per click. 
Inference of bidders’ values per click  
is, therefore, one of the key ingredients 
of counterfactual inference. Another 
ingredient is the computation of the 
Bayes-Nash equilibrium of the auction.

The Bayes-Nash equilibrium of an 
auction is the set of bids and beliefs 
of bidders regarding the distribution 
of uncertainty in the auction such that 
the bids optimize bidders’ expected 
utilities, and the beliefs of bidders 
correctly capture the realized distribu-
tion of uncertainty. When bidders use 
Bayes-Nash equilibrium strategies 
and the equilibrium is unique, the val-
ues can be inferred directly from data 
by inverting bidders’ best response 
functions. The inferred bidder value 
makes the observed bid the best 
response to the observable empirical 
distribution of opponent bids. Athey 
and Nekipelov3 adopted this strategy 
to infer bidders’ values in sponsored 
search auctions. Sponsored links that 
appear beside Internet search results 
on major search engines are sold 
using real-time auctions. Advertisers 
place standing bids where they are 
associated with search phrases that 
form part or all of a user’s search query. 
Each time a user enters a search query, 
applicable bids are entered to an auc-
tion. The ranking of advertisements 
and the prices paid depend on adver-
tiser bids as well as “quality scores” 
assigned for each advertisement and 
user query. These quality scores are 
traditionally set equal to the predicted 
probability of a user click on an ad. 
They vary over time because the sta-
tistical algorithms predicting quality 
produce different predictions based 
on the features of the user issuing the 
search query.

In theory, the allocation and payment 
functions in standalone position auc-
tions are discontinuous with respect 
to bid, because the price only changes 
when the bidder goes up in the ranking 
with an increased bid. However, in ad 
auctions each bid is typically applied to 
many auctions. With sufficient uncer-
tainty over auctions, the expected auc-
tion outcomes will be continuous. As 
a result, to accurately characterize the 
behavior of bidders in this setting, 
Athey and Nekipelov3 propose a model 
that has these properties.

The model proposed by Athey and 

marketplace indicates that there are 
significant gains (both in terms of over-
all welfare and ad exchange revenue) 
from adopting data-driven designs. 
For example, Ostrovsky and Schwarz34 
described the experiment on Yahoo!’s 
search engine where the advertisers 
‘per-click values were recovered from 
observed bids. The distribution of 
recovered values was then used to set 
search query-specific reserve prices 
in the advertising auctions. The data 
shows a significant increase in the 
search engine’s revenue resulting from 
this switch.

As with other economic markets, 
advertising markets balance supply 
and demand. The webpage content 
attracts consumers and supplies their 
“attention.” Advertisers demand user 
attention since it converts advertised 
products and services to purchases. As 
in all economic markets, the equilib-
rium of demand and supply is driven 
by price. The dominant pricing model 
for advertising puts payment control 
on the side of advertisers and lets them 
determine their preferred prices. At the 
same time, consumers receive a “free” 
service. This feature has made adver-
tiser behavior of direct importance for 
monetization and, therefore, has been 
studied in detail in recent years.

We survey the work devoted to the 
analysis of advertiser behavior, start-
ing from market equilibrium models 
to more recent work where advertis-
ers must adopt learning strategies 
to set their bids. We then discuss the 
“supply” side of the market, which 
to a large extent remains model-free. 
Recent empirical work has focused 
on determining actual advertisers’ 
value extracted from users. This work 
turned out to be significantly more 
delicate since user behavior is highly 
correlated with user characteris-
tics, and thus, it is very difficult to 
distinguish the effect of advertising 
from the inherent propensity of par-
ticular users to purchase particular 
products. Finally, we describe recent 
changes in user behavior caused by 
the transformation of browsing and 
purchasing patterns generated by new 
devices, and new ways of accessing 
the Internet. We predict this trend will 
generate the need to do more in-depth 
consumer-side research of advertising 
markets.

The complexity of advertising mar-
kets highlights the importance of 
inference, as inference informs cus-
tomized market-specific design and 
optimization of advertising markets. 
Here, we review existing and emerging 
approaches to inference for advertising 
auctions both aimed at the diagnostic 
analysis of advertising marketplaces 
and as an input to decisions regarding 
marketplace changes.

Platform Design and Advertiser 
Behavior
Bidder value inference. While the general 
auction platform design can be based 
on pure economic theory, platform 
optimization requires the knowledge 
of the bidders’ underlying preferences 
and the prediction of user action. This 
knowledge is derived from the auc-
tion outcomes data. The general prob-
lem of data-driven auction design can 
be formulated as the counterfactual 
inference —from observations of agent 
behavior in the platform, we want to 
predict how they will behave if the 
platform design is changed. With the 
new design, participating agents will 
re-optimize their strategies, and, thus, 
this new design leads to the change in 
bids. Counterfactual inference, there-
fore, requires the platform to anticipate 
strategic responses of bidders to the 
mechanism change.

The counterfactual inference is based 
on the economic model that character-
izes agent behavior on the platform. 
Based on this model, one can use data 
to infer the “primitives” of the model 
(such as agent preferences) that are 
consistent with the observed behav-
ior. The prediction for the new design 
will be based on computing bidders’ 
responses to the new auction mecha-
nism, and the changed bids of the 
other bidders.

In an advertising auction model, 
the utility of a bidder (that character-
izes the expected gain of the bidder 
from participating in an auction) is 
typically set equal to the click prob-
ability multiplied the bidder’s value 
per-click less the cost. The click prob-
ability depends on both the identity of 
the bidder and the placement of the 
ad. Therefore, it ultimately depends on 
the bid that determines where the ad is 
placed. In this model, we characterize 
each bidder by a single parameter that 
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Nekipelov3 deviates from the standard 
model of a Bayesian auction game where 
the values of the players are drawn 
from the distribution. The main reason 
for this deviation is that in real-world 
advertising auctions the sets of bid-
ders are fixed and most bidders’ bids 
do not change over long time intervals. 
Athey and Nekipelov’s model rational-
izes this observation. In the rest of the  
survey we adhere to the model of Athey 
and Nekipelov and assume the values 
of the bidders are fixed.

Consider the model where there 
are I bidders whose ads are eligible 
to be displayed to a user alongside 
the search results and to be placed in 
J available advertising positions. The 
user clicks on the ad i shown in the 
position j with probability cij, where 
cij = aj × si is the product of the ad-spe-
cific click probabillity si (for i = 1, … , I) 
and the advertising slot-specific click 
probability aj (for j = 1, ... , J). The bid-
der-specific click probability si for the 
particular bidder i is a random vari-
able whose realizations vary across 
search queries of user. The random-
ness of the bidder-specific click proba-
bility reflects different propensities of 
different users to click on a given ad.a 
The bidder-specific click probability 
si is referred to as the bidder’s quality 
score (or, simply, the score).

This description shows how an ad 
platform conducts a score-weighted 
auction. In each user query, the plat-
form runs an auction where each adver-
tisement i is assigned the score si, and 
bids are ranked in order of the product  
bi × si. The per-click price pi that bidder 
i in position j pays is determined as the 
minimum price such that the bidder 
remains in her position,

 pi = min {bi : si bi ³ sk bk} = sk bk /si, (1)

where bidder k is in position j + 1. 
Note that advertiser i’s bid does not 
directly influence the final price she 
gets charged, except when it causes to 
change positions. In effect, an adver-
tiser’s choice of bid determines which 
position she attains, where the price 
per click for each position is exogenous 

a In practice, si is a prediction from a machine 
learning algorithm run by the search engine 
that uses a large set of user features which vary 
from query to query.

to the bid and rises with position. An 
auction with this type of pricing rule is 
called the (score-weighted) generalized 
second price auction.

Per-click values of bidders vi for  
i = 1, … , I are fixed for each bidder across 
user queries and are supported on [0, v̄]. 
The pay-off of bidder i in a query where 
this bidder receives a click is the surplus  
vi − pi, where pi is bidder i’s price per 
click defined by Equation (1).

While we assume all I bidders are 
eligible to be displayed in each user 
query, the actual sets of participating 
bidders in a real search query page 
will vary. For instance, some bidders 
may be excluded from certain queries 
based on the targeting settings (that 
is, advertisers may prefer to adver-
tise in specific geographic locations). 
Suppose each bidder knows the entire 
set of bidders I, but can not observe the 
set of competitors in a given query and 
can not observe neither her own nor 
her competitors’ scores. In this case, 
bidders form beliefs regarding the dis-
tribution of scores of all bidders (since 
they affect the prices in individual user 
queries), and beliefs regarding the dis-
tribution of realizations of sets of their 
competitors across user queries. The 
standard assumption in the sponsored 
search auction literature (for example, 
Edelman et al.16 and Varian41) is that 
bidders have full information regarding 
each other’s bids. This reflects the idea 
of a high frequency environment where 
bidders can quickly determine the bids 
of their opponents, even if the auction 
platform does not explicitly provide that 
information. Bidder i then maximizes 
the expected pay-off (with per click 
value) with the bidder’s beliefs regard-
ing the distribution of uncertainty of 
scores and sets of competitors. This 
pay-off (a.k.a. utility) can be expressed 
as,

 U(bi, b−i; vi) = E[cij(vi – pij
)], (2)

where the expectation E is taken over 
the distribution of scores s1, … , sI, and 
the distribution of sets of bidders par-
ticipating in the auction. We empha-
size that the pay-off depends on the bid 
of the bidder i (bi) as well as the bids 
of all competing bidders (b−i) that may 
determine the rank and the price that 
bidder i pays depending on a realiza-
tion of the set of scores.

Advertisers demand 
user attention 
since it converts 
advertised products 
and services  
to purchases.  
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by a small amount and then compute 
the change in the outcome of the auc-
tions where the original bid of the bid-
der was applied. The evaluated change 
in expenditure will serve as an estima-
tor for the derivative of TEi(×) function 
and the evaluated change in number of 
clicks will serve as an estimator for the 
derivative of Qi(×) function.

Evaluation of new auction mecha-
nisms using data. The approach 
adopted in the empirical economics 
literature (see Bajari et al.4,5) provides 
a simple recipe for platform optimi-
zation subject to the inferred bidder 
preferences, assuming the bids con-
stitute the Nash equilibrium (defined 
previously in terms of best responses 
and beliefs of bidders) under the new 
settings. To follow this recipe, first we 
estimate the components of the first-
order condition (Equation 3) using 
data from historical realizations of 
auctions. Value per click can then be 
reverse engineered from the bids for 
each bidder. Second, we plug in the 
new proposed auction parameters (or 
consider a new auction format). For 
each set of bids we can simulate the 
auction outcomes under the new auc-
tion parameters. These new auction 
outcomes (prices and allocations for 
hypothetical bids under the new auc-
tion rules) will generate counterfactual 
functions (bi, b−i) and (bi, b−i) for 
each bid profile. Finally, assuming 
the system converges to the long-term 
Nash equilibrium under new auction 
rules, and the values of the bidders do 
not change, we can predict the new 
bids. To do so, we find the set of bids for 
all participating bidders such that the 
bid of each bidder maximizes her util-
ity under the new auction rules given 
the bids of other bidders. Since the 
maximum utility will be attained at the 
point where its derivative with respect 
to the bid is equal to zero, finding the 
new equilibrium bids is reduced to 
solving the system of nonlinear equa-
tions for i = 1, … , I

  (4)

using values vi inferred from the data 
(using Equation (3)) and solve for 
the set of bids b1

*, …, bI
* that makes all 

I equalities hold. Unlike Equation (3) 
where we use actual bids bi to obtain the 
values, in Equation (4) bids bi

* are the 

Here, we consider the question of 
bidders’ per-click values that can be 
recovered from data that contains a 
large number of queries for a given set 
of potential bidders. For each query, 
the data available to the advertising 
platform contains the bids, a set of 
entrants, and the bidders’ scores relat-
ing to each user query.

In this case, we can define function 
Qi(×) to be equal to the probability of click 
on the ad of bidder i in a search query 
as a function of all bids. We also define 
function TEi(×) equal to the expected pay-
ment of bidder i in a search query as a 
function of all bids. The utility of bidder 
i can be written in terms of these func-
tions as,

U(bi, b−i; vi) = vi Qi(bi, b−i) – TEi (bi, b−i).

The best-responding bid maximizes 
the expected utility given the bids of 
opponent bidders (b−i). Athey and 
Nekipelov3 demonstrate that with suf-
ficient smoothness and support size 
of the distribution of scores, functions 
Qi(×) and TEi(×) are strictly increasing 
and differentiable with respect to bids. 
As a result, the value per click for each 
bidder can be recovered using the nec-
essary first order condition for opti-
mality of the bid.

  (3)

Functions Qi(×) and TEi(×) can be 
recovered directly from the datab (for 
example, using splines or any other 
appropriate method). Thus, the per-
click value can also be recovered from 
a data using Equation (3). Smoothness, 
and monotonicity of Qi(×) and TEi(×) can 
be directly tested in data and has been 
verified using the auction data by Athey 
and Nekipelov.3

Equation (3) provides a simple prac-
tical method for estimating value per 
click. For each bidder we change bid 

b Statistical properties of the corresponding 
estimators, such as the rate of convergence, 
are  determined by the either the complexity 
of the circuit that is used to compute the allo-
cations and payments from the bids or using 
their functional properties such as smooth-
ness or concavity directly. The methods that 
can be used to establish these statistical prop-
erties parallel those applied to derive sample 
complexity of mechanisms such as Cole and 
Roughgarden,14 Cummings,15 and Morgen-
stern and Roughgarden.28

An advertiser’s 
choice of bid 
determines which 
position she 
attains, where the 
price per click for 
each position is 
exogenous to the 
bid and rises with 
position. 
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outcome and the values are the input. 
We note that this strategy only works if 
functions TEi(×, b−i), Qi(×, b−i), (×, b*

−i) 
and (×, b*

−i) are strictly monotone and 
the equilibrium is unique.

Monotonicity of payment and alloca-
tion functions along with the uniqueness 
of the Nash equilibrium allow us to 
use numerical continuation methods to 
find the new equilibria. The numerical 
continuation approach to finding this 
new equilibrium is based on transform-
ing the set of conditions Equation (4) 
into system of ordinary differential equa-
tions. Athey and Nekipelov3 show that 
solving this system of differential equa-
tions is equivalent to finding the new 
equilibrium (that is, it will not diverge or 
generate new extraneous solutions). The 
solution of numerical approximation 
of ordinary differential equations will 
yield the new equilibrium.

Although formulating the equilib-
rium computation problem in terms 
of solving the system of differential 
equations is mathematically elegant, 
the process can be complicated since 
it requires many calls to functions 

(×, b*
−i) and (×, b*

−i), which need to 
be computed from the data for each 
evaluation. This problem is further 
accentuated in most advertising mar-
kets where the large number of eligible 
bidders participating in each auction 
leads to difficulties in computing the 
new equilibrium, even when sufficient 
conditions hold for existence and 
uniqueness of the Nash equilibrium.

A significant simplification in equi-
librium settings can be achieved when 
the object of interest is not the entire vec-
tor of bids, but a specific lower dimen-
sional auction outcome, such as revenue 
or welfare. When a simple outcome is 
defined, the entire vector of counter-
factual equilibrium bids is no longer of 
direct interest, which effectively reduces 
the scale of the computational problem. 
Next, we consider this approach in appli-
cation to social welfare in an auction.

The price of anarchy bounds. While 
equilibrium-based analysis can be 
widely applied, it is largely based on 
the idea that bidders use equilibrium 
strategies and the corresponding set 
of bids constitutes a Nash equilib-
rium. A common assumption used in 
the economics literature is the equi-
librium is unique in a given market. In 
practice, however, it is impossible to 

guarantee that sufficient conditions for 
Nash equilibrium uniqueness are sat-
isfied in a given auction mechanism. 
For instance, the non-monotonicity of 
either the payment or allocation func-
tion leads to several possible values 
for each click that are consistent with 
observed bids. Then the simple equilib-
rium-based analysis is no longer valid.

The economics literature has devel-
oped an approach to the analysis of 
data from outcomes of games with 
multiple equilibria and games in non-
equilibrium settings (for example, see 
Aradillas-Lopez et al.1 and Beresteanu 
et al.6). The approach is to directly con-
sider the optimality conditions for the 
players in these new settings. In auctions 
such optimality conditions lead to sets 
of possible values of bidders referred to 
as identified sets. This approach, how-
ever, has proven to be very difficult with 
reported computational time signifi-
cantly exceeding those in the equilib-
rium framework even for simple games 
(see Ciliberto and Tamer13).

Koutsoupias and Papadimitriou23 
have developed a theoretical frame-
work for analyzing simple auction out-
comes such as revenue and welfare. 
The framework produces bounds for 
these outcomes comparing them to the 
welfare-maximizing allocation over all 
feasible realizations of bidders’ values. 
This approach is referred to as the price 
of anarchy approach, which is defined 
as the ratio of the worst-case objective 
function value of the outcome of a game 
(such as Nash equilibrium outcome) and 
that of an optimal outcome. It turns out 
the price of anarchy can be established 
under minimal assumptions on the 
underlying preferences for many com-
monly used auction mechanisms (for 
instance, see Roughgarden36).

There are two difficulties with prac-
tical application of the price of anarchy 
bounds for a given game. First, these 
bounds can be quite conservative. Given 
they are derived taking the worst case 
equilibrium and the value profile, these 
bounds can be large. However, the val-
ues of players and the equilibria that 
generate the worst-case outcomes may 
not occur in reality. Even when the data 
from the mechanism is available, the 
price of anarchy bounds do not take it 
into account. Second, the price of anar-
chy is mechanism-specific and has so far 
been derived on the case-by-case basis.

Hoy et al.20 bridge the gap between 
the robust but coarse theoretical price 
of anarchy bounds and precise but 
difficult to compute identified sets. 
The idea is to integrate data directly 
into the price of anarchy style analy-
sis that can be applied to large classes 
of existing auction mechanisms. This 
new concept is called the empirical 
price of anarchy.

Here, we discuss the idea behind 
the empirical price of anarchy for 
auction settings where bidders 
adhere to playing full informa-
tion equilibrium best responses 
in the auction mechanism A,  
but where those best responses are 
not unique (for example, due to non-
monotonicity of allocations and 
prices in the auction). We assume, 
like in the model of Athey and 
Nekipelov,3 the auction param-
eters are random while the pro-
file of bidders’ values is fixed and 
we use V = (v1, … , vI) to denote that 
profile. For a given profile of val-
ues auction A can have multiple Nash 
 equilibria that constitute set S(A, V).  
Combined with the distribution 
of auction parameters across user 
search queries, an equilibrium 
(which is an element of S(A, V) ) gen-
erates the distribution of observable 
auction outcomes (allocations and 
payments of bidders) D(×) across 
those user queries.

If the set of all equilibria S(A, V) 
is not a singleton, then there will be 
many equilibrium distributions of 
outcomes D(×) that correspond to value 
profile V. Conversely, for each distri-
bution of auction outcomes D(×) there 
may be multiple value profiles of the 
bidders that could have generated that 
distribution of outcomes. Our next 
step is based on exploring this infor-
mation to make statements regarding 
the counterfactual welfare (the sum of 
bidder utilities and the revenue of the 
auctioneer) in auctions.

We define the Empirical Bayesian 
Price of Anarchy (EPoA) as the worst-
case ratio of welfare of the optimal allo-
cation to the welfare of an equilibrium 
in a given auction A, taken over all value 
profiles of the bidders V and Nash equi-
libria that could have generated the 
observed distribution of auction out-
comes D(×). The notion of EPoA allows us 
to provide bounds on the (unobserved) 
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recovered from the data. As a result, 
this approach allows one to establish 
the bounds for auction welfare bypass-
ing complex computations required in 
the approaches previously used in the 
economics literature by combining sta-
tistical inference and results from the 
algorithmic game theory. The Syrgkanis 
and Tardos37 approach may potentially 
be applied to other bounds, for example, 
comparing the welfare of a given auction 
mechanism to the welfare of another 
auction mechanism (instead of the 
welfare of the optimal allocation). We 
believe that such an analysis is an impor-
tant direction for future research.

Advertising markets with learning 
agents. Real-world advertising plat-
forms are complex systems with thou-
sands of bidders who compete in the 
same auction with bidders dynami-
cally changing their bids, entering and 
exiting auctions. In this case, infor-
mation requirements for bidders to 
derive their Bayes-Nash equilibrium 
profiles are truly impractical since 
they are required to form beliefs over 
the actions of all of their thousands 
of opponents, as well as the dynamic 
adjustment of auction parameters by 
the advertising platform.

In practice, most bidders in these 
large advertising platforms use algo-
rithmic tools that allow them to auto-
matically and dynamically update their 
bids for multiple ads and advertising 
campaigns. The algorithmic solu-
tions implemented in these tools take 
the advertisers goals (in terms of yield 
of auction outcomes) as inputs, and 
adjust bids using dynamic feedback 
from the auction outcomes. Such 
implementations can be associated 
with algorithmic learning, where the 
bidding strategy is treated as the goal of 
online statistical learning procedure.

Recent work by Blum et al.,8,9 Blum 
and Y. Mansour,10,11 Caragiannis et al.,12 
Hartline et al.,19 Kleinberg et al.,22  
Roughgarden,36 and Syrgkanis and 
Tardos37 shows that some of the worst 
case outcome properties of full infor-
mation pure Nash equilibria extend 
to outcomes when all players use no-
regret or low-regret learning strategies, 
assuming the game itself is stable. The 
assumption that players use low-regret 
learning to adjust their strategies is 
attractive for a number of reasons. 
First, low-regret learning outcome 

welfare of the optimal allocation (OPT) 
and the welfare of the auction A that is 
actually implemented,

WELFARE(OPT) £ EPoA(A; D) ×  
 WELFARE(A). (5)

Thus, the EPoA is the characteristic of 
an auction that allows us to measure 
the efficiency of the current auction 
mechanism without estimating (the 
set of) values of the bidders.

The empirical price of anarchy (and, 
subsequently, the bound for optimal 
welfare) is defined for the true dis-
tribution of auction outcomes D(×). 
Then, the idea is to replace the true 
distribution of auction outcomes with 
empirical distribution (×) of auction 
outcomes observed in the data. Given 
that the empirical distribution is a 
consistent estimator of the true distri-
butionc the bound for the welfare con-
structed using EPoA (A; ) will bound 
the actual auction welfare with proba-
bility approaching one (as we get more 
samples from the distribution of auc-
tion outcomes D(×) ). We call EPoA (A; )  
the estimator for EPoA.

We note that even the estimator for 
EPoA is defined as a potentially complex 
constrained optimization problem. It 
turns out that it is possible to avoid solv-
ing this problem by invoking the revenue 
covering approach. The revenue covering 
approach is based on establishing the 
ratio of the actual auction revenue and 
maximum payment that can be extracted 
from participating bidders in equilib-
rium. This ratio can be used to establish a 
simple bound for EPoA. We now describe 
this approach in more detail in applica-
tion to the sponsored search auction.

Consider the sponsored search 
auction model with uncertainty as we 
described in detail. We can define the 
average price per click for bidder i with 
bid bi as ppci(bi) = TEi(bi)/Qi(bi). The typi-
cal function that provides the expected 
number of clicks as a function of the 
bid Qi(bi) in the sponsored search auc-
tion is continuous and monotone. As 
a result, we can construct its inverse 

 that specifies the bid that is 
needed to get the expected number of 
clicks z. Then, the average price per click 

c Formally, the infinity norm  
converges to zero in probability under mild  
assumptions regarding D(×).

can be redefined in terms of expected 
clicks as , which 
is the average price per click that bid-
der i getting z clicks pays. Function 

 is called the threshold 
because it corresponds to the mini-
mum price per click that bidder i 
needs to pay to get z clicks in expec-
tation. The cumulative threshold for 
agent i who gets Qi expected clicks is 

 Ti(Qi) can be inter-
preted as the total payment that bidder 
i would have paid, had she purchased 
each additional click at the average 
price of previously purchased clicks 
when she purchases a total of Qi clicks.

Definition 1. Strategy profile s of auc-
tion A (defining the mapping from bid-
ders’ values into their bids) is m-revenue 
covered if for any feasible allocation 

 mRevenue (A, s) ³ SiTi(Qi). (6)

Auction A is m-revenue covered if for 
any strategy profile s, it is m-revenue 
covered.

The inequality Equation (6) can be 
defined in expectation over the realiza-
tions of possible equilibrium profiles 
and all thresholds corresponding to the 
realizations of bid profiles. Then, the 
expected revenue from the auction can 
be measured directly by the auction plat-
form (as a sum of payments of bidders per 
auction over the observed auction realiza-
tions). The thresholds can be computed 
via simulation from the observed auction 
realizations given that the allocation and 
pricing rule is controlled by the auction 
platform, and thus empirical equivalents 
of TEi(×) and Qi(×) can be computed for 
each bid bi. As a result, the platform can 
compute the revenue covering parameter 
for given auction mechanism A.

The next result, developed in 
Syrgkanis and Tardos,37 takes revenue 
covering parameter and provides the 
EPoA for the auction mechanism A.

Theorem 1. The welfare in any m-revenue 
covered strategy profile s of auction A  
is at least a  -approximation to the 
optimal welfare. In other words, EPoA  
(A; D) .

The estimator for the EPoA is then 
obtained by replacing the true revenue 
covering parameter m with its estimator 
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generalizes the Bayes-Nash equilibrium 
assumption. Rather than assuming 
that at any time players’ actions form 
a Bayes-Nash equilibrium, it is only 
necessary to assume that each player 
has no-regret for any fixed action 
over a longer time period. Thus, this 
assumption reduces the requirement 
to gather player aggregate behavior 
over multiple runs of the game rather 
than the constraint of optimality in 
each game. If behavior of all agents is 
stable over the time period, this exactly 
fits the Nash equilibrium assumption; 
however, this also allows evolving play. 
Second, there are many well-known 
learning strategies that guarantee 
players achieve no regret, including the 
weighted majority algorithm2 also known 
as Hedge,17,26 and regret matching18 just 
to name a few simple ones.

In the context of bidders using algorith-
mic strategies, we cannot directly esti-
mate their preferences from observed 
actions. While in Nash equilibrium, 
bid is the expression of bidder’s value 
per click, but with algorithmic strat-
egy, the bid is solely the outcome of the 
algorithm and thus the link between 
the bid and the value can be lost if the 
algorithm only approximately opti-
mizes the bidder’s objective function. 
In this case there may be a range of pos-
sible values that are compatible with 
the observed bids.

Nekipelov et al.33 use the concept of  
ε - regret learning to study online learn-
ing in sponsored search auctions. In 
online learning settings the regret of 
a given learning algorithm measures 
the difference between cumulative 
loss achieved by predictions given by 
the algorithm and loss of the best pre-
dictive function (a.k.a. “expert”) from 
a given reference set. This concept 
can be applied to learning in repeated 
sponsored search auctions. The loss 
function will be associated with the 
negative utility in the sponsored search 
auction described earlier (that is, the 
loss minimization will correspond to 
the utility maximization). Nekipelov 
et al.33 suggest set the strategies that 
adhere to a constant bid over the 
sequence of auctions. This idea is 
motivated by the empirical obser-
vation of Microsoft’s Bing advertis-
ing platform, where a large fraction 
of bidders do not change bids over 
the lifetime of their advertisements. 

Then, the average regret of bidder i 
over T periods against the expert that 
sets the constant bid b¢ can be evalu-
ated as,

where index t correspond to the time 
period. The sequence of bids  
achieves εi-average regret if for any 
expert b¢ (from the bid space) Regreti(b¢) 
£ εi. Based on this definition Nekipelov 
et al.33 introduce the notion of a ratio-
nalizable set. We note that if a given 
sequence of bids  has εi-average 
regret, then the value per click vi of bid-
der i and the average regret εi satisfy the 
set of inequalities

for each b¢. Since bid sequences are 
observed in data, and the components 
of bidder utility (expected clicks and 
expected payment) can be simulated, 
these inequalities impose restrictions 
on pairs (vi, εi). The set of these pairs 
is the rationalizable set is denoted as 
NR. The range of bidder values con-
tained in this set characterizes all pos-
sible values per click that rationalize the 
data from this bidder. Expected regret 
of a player reflects the properties of the 
learning algorithm used.

Under continuity and monoto-
nicity of expected payment TEi(×) 
and expected click Qi(×) functions, 
Nekipelov et al.33 establish basic geo-
metric properties of the rationaliz-
able set, such as its convexity and 
closeness. They also present an ele-
gant geometric characterization that 
suggests an efficient algorithm for 
computing the rationalizable set. Since 
closed convex bounded sets are fully char-
acterized by their boundaries, one can use 
the notion of the support function to repre-
sent the boundary of set NR. The support 
function of a closed convex set NR is 
h(NR, u) = supx∈NR

〈x, u〉. Geometrically, 
the support function is the distance 
and hyperplane that it is tangent to 
the set NR with normal vector u. Since 
NR is a two-dimensional set, then u is 
a two-dimensional vector of unit length. 
An important result from convex analy-
sis shows that support functions fully 
characterize closed convex sets.

Nekipelov at. al.33 derive the support 

Real-world 
advertising 
platforms are 
complex systems 
with thousands of 
bidders dynamically 
changing their bids, 
entering and exiting 
auctions.  
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on the demand side of the advertising 
market (that yields revenue to advertis-
ing platforms), the work on the analysis 
of user behavior is significantly more 
sparse. Here, we briefly discuss some 
recent empirical results on the analysis 
of user behavior. This aspect of the mar-
ket leaves a plethora of opportunities 
for future research.

The basic idea that explains the 
emergence of this problem is that user 
actions (such as the clicking on an 
ad) are correlated with observable and 
unobservable user characteristics. At 
the same time, ad delivery ensures ads 
are, by their very design, delivered to cus-
tomers or during time periods that have 
different purchasing probabilities as 
compared to the baseline population. As 
a result, the straightforward approach 
based on predicting user action by using 
user characteristics can lead to overes-
timating the impact of advertising as 
shown in Blake et al.7 and Lewis et al.35

To validate observational estimates 
of user behavior (such as the click-
through rates for different advertising 
slots), advertising platforms rely on 
fully randomized experiments. These 
experiments are used by advertising 
platforms to infer important quantities 
of interest. For example, search engines 
exogenously re-order ad ranking and 
limit the number of ads shown in order 
to produce training data for many algo-
rithms that govern ad delivery systems. 
These experiments are conducted on a 
small percentage of traffic so as to limit 
revenue risk, but nonetheless, still cap-
ture millions of searches. The experi-
ments provide ground truth estimates of 
user behavior such as the causal effect of 
an ad as well as the impact of “organic” 
results on ad effectiveness. However, 
given their size, these estimates often 
need to be aggregated over many adver-
tisers to obtain reasonable precision.

New directions for further work. 
Recently, advertising platforms have 
begun shifting toward advertiser goal-
based pricing. In other words, if an 
advertiser’s ultimate goal is sales to 
customers, then an advertiser may 
not be interested in the clicks per se. 
However, the noise in advertiser-spe-
cific estimates makes “reasonable size” 
experiments inadequate for support-
ing market design solutions that would 
have advertiser only pay for marginal 
clicks (i.e., the clicks that were actually 

function of the rationalizable set by 
defining the following functions that 
can be computed directly from the auc-
tion data via simulation

These functions characterize how an 
average outcome in T auctions changes 
when bidder i switches to a fixed alter-
nate bid b¢ from an actually applied bid 
sequence. The characterization of the 
rationalizable set is given in the following 
theorem.

Theorem 2. Under monotonicity and con-
tinuity of DP(×) and DC(×) the support func-
tion of NR with  u = (u1, u2)T and u = 1 is  

.

This theorem establishes that valua-
tions and algorithm parameters for 
ε-regret algorithms can be recovered 
from the data (by computing functions 
DC(×) and DP(×) ). If the bids constitute 
the Nash equilibrium, we can pinpoint 
the bidders’ value per click. As explained 
earlier, the initial stage of learning may 
not be a Nash equilibrium and there 
will be an entire range of values com-
patible with the data. At the same time, 
the characterization of this range of 
values and the entire rationalizable 
set for learning bidders are reduced 
to evaluation of two one-dimensional 
functions from the data. We can use 
efficient numerical approximation for 
such an evaluation. The corresponding 
error in the estimated rationalizable 
set will be determined by the estima-
tion error of functions DC(×) and DP(×).

Platform Design and User Behavior
Inference of user actions. As discussed, 
the clickthrough rate measuring the 
probability that a given user will click 
on a given ad is a crucial input in pric-
ing and allocation rules for advertis-
ing auctions. Advertising platforms 
use sophisticated machine learning 
tools to make such predictions on a 
user-by-user basis. However, despite a 
significant amount of effort and sophis-
ticated statistical approaches, measur-
ing the casual impact of advertising on 
the actions of users has been shown to 
be exceedingly difficult.25 In addition, 
since a larger emphasis has been placed 

Despite a significant 
amount of effort 
and sophisticated 
statistical 
approaches, 
measuring the 
causal impact of 
advertising on the 
actions of users 
has been shown 
to be exceedingly 
difficult. 
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caused by the ad). This is because search 
engines, quite naturally, do not want to 
rest a pricing solution on the estimates 
with a large amount of noise with mil-
lions, if not billions, of dollars at risk. 
The current practice is for advertisers to 
figure their true return to advertising for 
themselves. This approach is inefficient 
because the platform possesses far 
more information to conduct the infer-
ence, and thus is in a much better posi-
tion conduct price-to-value conversion. 
New generations of platform design 
will break through the bottleneck of 
the inefficiency leading to a decreased 
loss of social welfare and a potential 
increase in the platform revenue.

The detailed logging of digital adver-
tising, combined with scale achieved 
on major platforms, opens the poten-
tial for new observational methods 
that could fulfill the promise of rou-
tinely measuring advertising effective-
ness in an unbiased, precise manner. 
Inference of user intentions and pre-
diction of user actions are exceedingly 
difficult outside of search engines 
where advertisers explicitly specify 
queries as proxy of intention. In social-, 
entertainment-, or task-oriented con-
texts, rendering potential advertisers 
in front of a user via dynamic mecha-
nism is the most efficient, but not an 
easily implementable approach.38

While advertisers and advertising 
platforms clearly move to performance-
based pricing, the user behavior is 
becoming more complex. Current 
trends show that device usage will con-
tinue to change how users consume 
information, enjoy leisure time, and 
communicate with each other (see 
Fulgoni and Lipsman39 and Xu et al.40). 
In this context, the advertising ecosys-
tem is evolving. Brands have changed 
ad formats to engage and interact with 
users in-video, in-game, and in other 
dynamic content. The hyper-local 
nature of mobile applications provides 
a new type of a  signal about the user. 
This more refined user information, in 
turn, changes the composition of adver-
tisers. The typical persona an advertiser 
has shifted from large business entities 
like big-name brands or e-commerce 
platforms on Google and Facebook, to 
deep vertically integrated profession-
als. For example, on Yelp, Zillow, or 
Grubhub, advertisers are small busi-
ness owners or individual professionals 

like real estate agents or plumbers. 
These business users do not have the 
sophisticated business knowledge or 
technology skills to aid them in ad cam-
paign management. The user actions  
relevant for these new breeds of adver-
tisers shifted away from clicks to in-app 
text, direct call, or email communica-
tion. Ideally, new vertical marketplaces 
will provide users with better experi-
ences and advertisers with more accu-
rate user intent and direct access to 
relevant users. But, it requires adver-
tising platforms to adapt and evolve. 
Advanced machine learning technol-
ogy is essential for these new platforms 
to accurately account for user actions 
with a large volume of data points 
across devices. Another key necessity is 
the design of new auction mechanisms 
that encompass the need to provide the 
advertisers with simple and easy ways 
to manage work flows. The technologi-
cal change that has been occurring over 
the past decade creates the need for 
new platforms that are both grounded 
in the game theory but also account for 
complex behavioral responses of users 
and advertisers.
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mechanically checked proofs for two 
non-trivial distributed services: A Paxos-
based library to support replication and 
a shared key-value store. Appropriate 
safety properties and liveness proper-
ties are proved for each. These are not 
the first mechanically checked proofs 
for non-trivial systems software. But 
prior work just proved safety proper-
ties, where invariants suffice; additional 
techniques (as noted above) must be em-
ployed for proving liveness properties. 

IronFleet is also interesting because 
it uses refinement and reduction 
to simplify proof construction. Re-
finement is a way to show that some 
high-level specification is satisfied by 
systems satisfying a low-level specifica-
tion; reduction allows reasoning about 
coarse-grained atomic actions to sup-
port inferences about systems having 
fine-grained actions. These techniques 
are not new, but with IronFleet we see 
them in action on real system software. 
For example, we see how difficulties 
with reduction for proving liveness 
properties can be avoided by restricting 
the internal design of each individual 
step that a service may take. We thus 
learn about an engineering effort that, 
by necessity, encompasses both system 
construction and proof construction. 

The authors also report perfor-
mance impact and the expansion in 
code size needed to accommodate an-
notations required for the mechanical 
proof checking. 

We are now closer to having the 
capability for software systems to be 
accompanied by correctness claims 
that are grounded in mechanically 
checked proofs. The need is great; the 
progress reported herein should be 
an inspiration.  

Fred B. Schneider (fbs@cs.cornell.edu) is Samuel B. 
Eckert Professor of Computer Science at Cornell University, 
Ithaca, NY.
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AS WITH CLAIMS about beauty, claims 
about system correctness are relative 
to expectations. Such expectations 
for a computing system are called 
specifications. And while claims 
about beauty are necessarily subjec-
tive (“in the eye of the beholder”), 
claims about correctness need not 
be—they can be conveyed as proofs 
in a formal logic, which can be com-
municated to anyone and then inde-
pendently checked. 

Whether a given correctness claim 
is useful will depend on how com-
pletely the specification characterizes 
a system’s behaviors. Obviously, we 
are limited by what can be said using 
our specification language and what 
specifications can be proved using 
our formal logic. Over the last half-
century, a consensus has emerged 
that specifying sets of behaviors called 
trace properties is a sweet spot. Trace 
properties suffice for describing most 
of the important aspects of a system’s 
behaviors. Moreover, trace properties 
for a system are straightforward to de-
duce from trace properties for its com-
ponents, so we can reason about trace 
properties compositionally. 

The description of a trace property 
must, by definition, characterize a set 
of system behaviors, where whether a 
system behavior σ is included in that 
set depends only on σ and not on oth-
er system behaviors in the set or on 
other properties of the set. So trace 
properties formalize partial and total 
correctness, mutual exclusion, dead-
lock freedom, starvation freedom, 
among others.

Moreover, trace properties are eas-
ily specified. The text of a program 
specifies a trace property comprising 
the set of that program’s possible ex-
ecutions, since an execution might 
depend on what has come before 
but not on what occurs in a different 
execution. By modeling a system be-

havior as a sequence of states and/or 
actions, an automaton can be used to 
specify the trace property compris-
ing sequences the automaton ac-
cepts. And formulas of linear time 
Temporal Logic or its derivatives like 
TLA are satisfied by individual se-
quences, so the set of sequences that 
satisfy a given formula also is a trace 
property. 

In a 1977 paper, Leslie Lamport 
used the terms safety property (“bad 
things” don’t happen) and liveness 
property (“good things” do happen) 
in connection with reasoning about 
mutual exclusion protocols and other 
concurrent algorithms. 

These two kinds of specifications 
seemed to cover the landscape. In 
the decade that followed, Alpern and 
I showed that Lamport was right. We 
proved that safety properties and 
liveness properties are basic build-
ing blocks for all trace properties; 
invariants suffice for verifying safety 
properties; variant functions are also 
needed for verifying liveness proper-
ties. Thus, not only are safety proper-
ties and liveness properties a natural 
way to specify program behaviors, 
but such a decomposition provides 
insight into the approach needed for 
constructing a proof. 

That’s the theory. The following 
paper represents an important step 
forward for the practice. It describes 
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Abstract
Distributed systems are notorious for harboring subtle bugs. 
Verification can, in principle, eliminate these bugs, but it 
has historically been difficult to apply at full-program scale, 
much less distributed system scale. We describe a meth-
odology for building practical and provably correct distrib-
uted systems based on a unique blend of temporal logic of 
actions-style state-machine refinement and Hoare-logic 
verification. We demonstrate the methodology on a complex 
implementation of a Paxos-based replicated state machine 
library and a lease-based sharded key-value store. We prove 
that each obeys a concise safety specification as well as desir-
able liveness requirements. Each implementation achieves 
performance competitive with a reference system. With our 
methodology and lessons learned, we aim to raise the stan-
dard for distributed systems from “tested” to “correct.”

1. INTRODUCTION
Distributed systems are notoriously hard to get right. Protocol 
designers struggle to reason about concurrent execution on 
multiple machines, which leads to subtle errors. Engineers 
implementing such protocols face the same subtleties and, 
worse, must improvise to fill in gaps between abstract proto-
col descriptions and practical constraints such as "real logs 
cannot grow without bound." Thorough testing is consid-
ered best practice, but its efficacy is limited by distributed 
systems’ combinatorially large state spaces.

In theory, formal verification can categorically eliminate 
errors from distributed systems. However, due to the com-
plexity of these systems, previous work has primarily focused 
on formally specifying,1, 8, 18 verifying,20 or at least bug-checking9 
distributed protocols, often in a simplified form, without 
extending such formal reasoning to the implementations. In 
principle, one can use model checking to reason about the 
correctness of both protocols15 and implementations.17 In 
practice, however, model checking is incomplete—the accu-
racy of the results depends on the accuracy of the model—
and does not scale.1

This paper presents IronFleet, the first methodology for 
automated machine-checked verification of the safety and 
liveness of nontrivial distributed system implementations. 
The IronFleet methodology is practical: it supports com-
plex, feature-rich implementations with reasonable perfor-
mance, and a tolerable proof burden.

Ultimately, IronFleet guarantees that the implementa-
tion of a distributed system meets a high-level, centralized 

specification. For example, a sharded key-value store acts 
as a key-value store, and a replicated state machine acts as 
a state machine. This guarantee categorically rules out race 
conditions, violations of global invariants, integer overflow, 
disagreements between packet encoding and decoding, and 
bugs in rarely exercised code paths such as failure recovery. 
Moreover, it not only rules out bad behavior but also tells us 
exactly how the distributed system will behave at all times.

The IronFleet methodology supports proving both safety 
and liveness properties of distributed system implementa-
tions. A safety property says that the system cannot perform 
incorrect actions; for example, replicated-state-machine lin-
earizability says that clients never see inconsistent results. 
A liveness property says that the system eventually performs 
a useful action, for example, that it responds to each client 
request. In large-scale deployments, ensuring liveness is 
critical, since a liveness bug may render the entire system 
unavailable.

IronFleet takes the verification of safety properties fur-
ther than prior work (Section 7), mechanically verifying two 
full-featured systems. The verification applies not just to 
their protocols but to actual imperative implementations 
that achieve good performance. Our proofs reason all the 
way down to the bytes of the UDP packets sent on the net-
work, guaranteeing correctness despite packet drops, reor-
derings, or duplications.

Regarding liveness, IronFleet breaks new ground: to our 
knowledge, IronFleet is the first system to mechanically 
verify liveness properties of a practical protocol, let alone an 
implementation.

IronFleet achieves comprehensive verification of complex 
distributed systems via a methodology for structuring and 
writing proofs about them, as well as a collection of generic 
verified libraries useful for implementing such systems. 
Structurally, IronFleet’s methodology uses a concurrency 
containment strategy (Section 3) that blends two distinct 
verification styles within the same automated theorem-
proving framework, preventing any semantic gaps between 
them. We use temporal logic of actions (TLA)-style state-
machine refinement13 to reason about protocol-level con-
currency, ignoring implementation complexities, then use 

The original version of this paper was published as “Iron-
Fleet: Proving Practical Distributed Systems Correct” in 
the 25th ACM Symposium on Operating Systems Principles 
(SOSP), Oct. 2015.
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Floyd–Hoare-style imperative verification5, 7 to reason about 
those complexities while ignoring concurrency. To simplify 
reasoning about concurrency, we impose a machine-checked 
reduction-enabling obligation on the implementation. Finally, 
we structure our protocols using always-enabled actions 
(Section 4) to greatly simplify liveness proofs.

To illustrate IronFleet’s applicability, we have built and 
proven correct two rather different distributed systems: 
IronRSL, a Paxos-based12 replicated-state-machine library, 
and IronKV, a sharded key-value store. All IronFleet code is 
publicly available.

IronRSL, our first application, has a complex implementa-
tion including many details often omitted by prior work, such 
as state transfer, log truncation, dynamic view-change time-
outs, batching, and a reply cache. We prove full functional 
correctness and the key liveness property: if the network is 
eventually synchronous for a live quorum of replicas, then cli-
ents that persist in sending requests eventually get replies.

Unlike IronRSL, which uses distribution for reliability, 
IronKV uses it for improved throughput by moving “hot” 
keys to dedicated machines. For IronKV, we prove complete 
functional correctness and an important liveness property: 
if the network is fair then the reliable-transmission compo-
nent eventually delivers each message.

While verification rules out a host of problems, it is not 
a panacea. IronFleet’s correctness relies on several assump-
tions (Section 2.4). Also, verification requires more up-front 
development effort: the automated tools we use fill in many 
low-level proof steps automatically, but still require consid-
erable assistance from the developer. Finally, we focus on 
verifying newly written code in Dafny, a verification-friendly 
language (Section 2.2), rather than verifying existing code.

2. BACKGROUND AND ASSUMPTIONS
We briefly describe the existing verification techniques that 
IronFleet draws upon, as well as our assumptions.

2.1. State machine refinement
State machine refinement11 is often used to reason about dis-
tributed systems.1, 8, 18 The developer describes the desired 
system as a simple abstract state machine with potentially 
infinitely many states and with nondeterministic transition 
predicates. She then creates a series of increasingly com-
plex (but still declarative) state machines, and proves that 
each one refines the one “above” it (Figure 1). State machine 
L refines H if each of L’s possible behaviors, that is, each 
(potentially infinite) sequence of states the machine may 

visit, corresponds to an equivalent behavior of H. State 
machine refinement in a distributed-system context (e.g., 
TLA-style refinement13) typically considers declarative speci-
fications, not imperative code.

2.2. Floyd–Hoare verification
Many program verification tools support Floyd–Hoare style5, 7 
first-order predicate logic reasoning about imperative pro-
grams. That is, the programmer annotates a program with 
assertions about the program’s state, and the verifier checks 
that the assertions hold for all possible program inputs. For 
example, the code in Figure 2 asserts a condition about its 
input via a precondition and asserts a condition about its out-
put via a postcondition.

We use Dafny,14 a high-level language that automates veri-
fication via the Z32 SMT solver. This enables it to fill in many 
low-level proofs automatically; for example, it easily verifies 
the program in Figure 2 for all possible inputs x without any 
assistance.

However, many proposition classes are not decidable in 
general, so Z3 uses heuristics. For example, propositions 
involving universal quantifiers (∀) and existential quantifiers 
(∃) are undecidable. Thus, it is possible to write correct code 
in Dafny that the solver nevertheless cannot prove automati-
cally. In such cases, the developer may insert annotations to 
guide the verifier’s heuristics to a proof.

Once a program verifies, Dafny compiles it to C# and has 
the .NET compiler produce an executable. Other languages 
(e.g., C++) are currently unsupported, but it would be pos-
sible to compile Dafny to them to, for example, simplify inte-
gration with existing code. Our previous work6 shows how to 
compile Dafny to verifiable assembly to avoid depending on 
the Dafny compiler, .NET, and Windows.

Like most verification tools, Dafny only considers one 
single-threaded program, not a collection of concurrently 
executing hosts. Indeed, some verification experts estimate 
that the state-of-the-art in concurrent program verification 
lags that of sequential verification by a decade.19

2.3. Temporal logic of actions (TLA)
Temporal logic and its extension TLA11 are standard tools 
for reasoning about safety and liveness. Temporal logic for-
mulas are predicates about the system’s current and future 
states. The simplest type of formula ignores the future; for 
example, a formula P could be “host h holds the lock now.” 
Other formulas involve the future; for example, ◊P means 
P eventually holds, and P means P holds now and forever. 
Thus, ∀h ∈ Hosts: ◊P means that for any host, it is always 
true that h will eventually hold the lock.

H0 H1 H2 H3 H4

L0 L1 L2 L3 L4 L5 L6 L7

Figure 1. State machine refinement. The low-level state machine 
behavior L0…L7 refines the high-level behavior H0…H4. Each 
low-level state corresponds to a high-level state; for each such 
correspondence, shown as a dashed line, the two states must satisfy 
the spec’s refinement conditions. Each low-level step maps to one 
high-level step (e.g., L0→L1 maps to H0→H1) or no high-level steps 
(e.g., L2→L3).

method halve(x:int) returns (y:int)
requires x > 0;
ensures  y < x;

{
y := x / 2;

}

Figure 2. Simple Floyd–Hoare verification example.
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Although Dafny does not directly support the temporal 
logic  and ◊ operators, Dafny’s logic is powerful enough to 
encode  and ◊ using universal and existential quantifiers 
(∀ and ∃). Section 4 describes our encoding, which is a simple 
library written in Dafny that does not require any extensions 
to the Dafny language. Thus, we do not need a separate tool 
for reasoning about TLA, nor do we modify Dafny; instead, 
we use the existing Dafny language to reason about both our 
executable implementation and our high-level TLA-style 
specifications. Using a single language avoids any semantic 
gaps between implementation and specification.

2.4. Assumptions
Our guarantees rely on the following assumptions.

A small amount of our code is assumed, rather than proven, 
correct. Thus, to trust the system, a user must read this code. 
Specifically, the spec for each system is trusted, as is the 
brief main-event loop that runs ImplInit and ImplNext 
(see Section 3). We do not assume reliable packet delivery, so 
the network may arbitrarily delay, drop, or duplicate packets. 
We do assume the network does not tamper with packets, and 
that addresses in packet headers are trustworthy. These integ-
rity assumptions can be enforced within, say, a datacenter or 
VPN, and could be relaxed by modeling the necessary crypto-
graphic primitives to talk about keys instead of addresses.6

We assume the correctness of Dafny, the .NET compiler 
and runtime, and the underlying Windows OS. Our previ-
ous work6 shows how to compile Dafny code into verifiable 
assembly code to avoid these dependencies. We also rely on 
the correctness of the underlying hardware.

Our liveness properties depend on further assumptions. 
For IronRSL, we assume a quorum of replicas run their respec-
tive main loops with a minimum frequency, never running 
out of memory, and the network eventually delivers messages 
synchronously among them. For IronKV, we assume that 
each host’s main loop executes infinitely often and that the 
network is fair, that is, a message sent infinitely often is even-
tually delivered.

3. VERIFICATION METHODOLOGY
IronFleet organizes a distributed system’s implemen-
tation and proof into layers (Figure 3), all of which are 
expressed in Dafny. This layering avoids the intermin-
gling of subtle distributed protocols with implementation 

complexity. At the top (Section 3.1), we write a simple 
spec for the system’s behavior. We then write an abstract 
distributed protocol layer (Section 3.2) and use TLA-style 
techniques to prove that it refines the spec layer (Section 3.3). 
Then we write an imperative implementation layer to 
run on each host (Section 3.4) and prove that, despite the 
complexities introduced when writing real systems code, 
the implementation correctly refines the protocol layer 
(Section 3.5). Section 4 extends this methodology to live-
ness properties.

To avoid complex reasoning about interleaved execution 
of low-level operations at multiple hosts, we use a concurrency 
containment strategy: the proofs above assume that every 
implementation step performs an atomic protocol step. Since 
the real implementation’s execution is not atomic, we use a 
verified reduction argument to show that a proof assuming 
atomicity is equally valid as a proof for the real system. This 
argument imposes a mechanically verified property on the 
implementation.

3.1. The high-level spec layer
What does it mean for a system to be correct? One can infor-
mally enumerate properties and hope they suffice to provide 
correctness. A more rigorous way is to define a spec, a suc-
cinct description of all allowable behaviors of the system, 
and prove that an implementation always generates outputs 
consistent with the spec.

With IronFleet, the developer writes the system’s spec as 
a state machine expressed in Dafny (Section 2.2): starting 
with some initial state, the spec succinctly describes how 
that state can be transformed. The spec defines the state 
machine via three predicates, that is, functions that return 
true or false. SpecInit describes acceptable starting states, 
SpecNext describes acceptable ways to move from an old 
to a new state, and SpecRelation describes the required 
conditions on the relation between an implementation state 
and its corresponding spec state. For instance, in Figure 3, 
SpecInit constrains H0, SpecNext constrains steps such 
as H0→H1 and H1→H2, and SpecRelation constrains 
corresponding state pairs such as (I1, H1) and (I3, H2). To 
avoid unnecessary constraints on implementations of the 
spec, SpecRelation should only talk about the externally 
visible behavior of the implementation, for example, the set 
of messages it has sent so far.

As a toy example, the Dafny spec in Figure 4 describes a 
simple distributed lock service with a single lock that passes 
among the hosts. It defines the system’s state as a history: a 
sequence of host IDs such that the nth host in the sequence 
held the lock in epoch n. Initially, this history contains one 
valid host. The system can step from an old state to a new 
state by appending a valid host to the history. An implemen-
tation is consistent with the spec if all lock messages for 
epoch n come from the nth host in the history.

By keeping the spec simple, a skeptic can study the spec to 
understand the system’s properties. In our example, she can 
easily conclude that the lock is never held by more than one 
host. Since the spec captures all permitted system behaviors, 
she can later verify additional properties of the implementa-
tion just by verifying they are implied by the spec.

I0 I1 I2 I3

H0 H1 H2

P0 P1 P2 P3

High-level spec (Section 3.1)

Distributed protocol (Section 3.2)

Implementation (Section 3.4)

refinement (Section 3.3)

refinement (Section 3.5)

Figure 3. Verification overview. IronFleet divides a distributed 
system into carefully chosen layers. We use TLA-style verification 
to prove that any behavior of the protocol layer (e.g., P0…P3) refines 
some behavior of the high-level spec (e.g., H0…H2). We then use 
Floyd–Hoare style to prove that any behavior of the implementation 
(e.g., I0…I3) refines a behavior of the protocol layer.
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HostInit, exactly one host is given the lock via the held 
parameter. HostNext then says that a host may step from 
an old to a new state, given some incoming and outgoing 
packets, if the new state is the result of one of two actions, 
each represented by its own predicate. The two actions are 
giving away the lock (HostGrant) and receiving the lock 
from another host (HostAccept). A host may grant the lock 
if in the old state it holds the lock, and if in the new state it 
no longer holds it, and if the outbound packet (spkt) repre-
sents a transfer message to another host. Accepting a lock is 
analogous.

3.3. Connecting protocol to specification
The first major theorem we prove about each system is 

that the distributed protocol layer refines the high-level 
spec layer; that is, given a behavior of IronFleet’s distributed 
system in which N hosts take atomic protocol steps defined 
by HostNext, we provide a corresponding behavior of the 
high-level state machine spec.

We use the standard approach to proving refinement, 
as illustrated in Figure 3. First, we define a protocol abstrac-
tion function PAbs that takes a state of the distributed pro-
tocol state machine and returns the corresponding state 
of the centralized spec. We could use a relation instead of 
a function, but the proof is easier with a function. Second, 
we prove that PAbs of the initial state of the distributed 
protocol satisfies SpecInit. Third, we prove that if a step 
of the protocol takes the state from ps_old to ps_new,  
then either PAbs(ps_old) = PAbs(ps_new) or SpecNext 
(PAbs(ps_old), PAbs(ps_new)).

The challenge of proving the protocol-to-spec theorem 
comes from reasoning about global properties of the dis-
tributed system. One key tool is to establish invariants: 
predicates that should hold throughout the execution of 
the distributed protocol. In the lock example, we might use 

3.2. The distributed-protocol layer
At the untrusted distributed-protocol layer, the IronFleet 
methodology introduces the concept of independent hosts 
that communicate only via network messages. To man-
age the subtle concurrency, we keep this layer simple and 
abstract.

In more detail, we formally specify, in Dafny, a distributed 
system state machine. This state machine consists of N host 
state machines and a set of network packets. In each step 
of the distributed system state machine, one host’s state 
machine takes a step, allowing it to atomically read mes-
sages from the network, update its state, and send messages 
to the network; our reduction argument relaxes this atomic-
ity assumption (see full paper).

The developer must specify each host’s state machine: 
the structure of the host’s local state, how that state is ini-
tialized (HostInit), and how it is updated (HostNext). 
Within the protocol layer, IronFleet reduces the developer’s 
effort in the following three ways.

First, we use a simple, abstract style for the host state 
and network interface; for example, the state uses un -
bounded mathematical integers (ignoring overflow issues), 
un bounded sequences of values (e.g., tracking all messages 
ever sent or received), and immutable types (ignoring mem-
ory management and heap aliasing). The network allows 
hosts to send and receive high-level, structured packets, 
hence excluding the challenges of marshalling and pars-
ing from this layer.

Second, we use a declarative predicate style. In other 
words, HostNext merely describes how host state can 
change during each step; it gives no details about how 
to effect those changes, let alone how to do so with good 
performance.

Third, from the protocol’s perspective, each of the steps 
defined above takes place atomically, greatly simplifying the 
proof that the protocol refines the spec layer (Section 3.3). In 
our reduction argument we connect this atomicity-assuming 
proof to a real execution.

Continuing our lock example, the protocol layer might 
define a host state machine in Dafny as in Figure 5. During 
the distributed system’s initialization of each host via 

datatype SpecState = SpecState(history:seq<HostId>)

predicate SpecInit(ss:SpecState) {
|ss.history|==1 && ss.history[0] in AllHostIds()

}

predicate SpecNext(ss_old:SpecState,
ss_new:SpecState) {

exists new_holder :: new_holder in AllHostIds() &&
ss_new.history == ss_old.history + [new_holder]

}

predicate SpecRelation(is:ImplState,ss:SpecState) {
forall p :: p in is.sentPackets && p.msg.lock? ==>

p.src == ss.history[p.msg.epoch]
}

Figure 4. A toy lock specification. Figure 5. Simplified host state machine for a lock service.

datatype Host = Host(held:bool,epoch:int)

predicate HostInit(s:Host,id:HostId,held:bool) {
s.held==held && s.epoch==0

}

predicate HostGrant(s_old:Host,s_new:Host,
spkt:Packet) {

s_old.held && !s_new.held && spkt.msg.transfer?
&& spkt.msg.epoch == s_old.epoch+1

}

predicate HostAccept(s_old:Host,s_new:Host,
rpkt:Packet,spkt:Packet) {

!s_old.held && s_new.held && rpkt.msg.transfer?
&& s_new.epoch == rpkt.msg.epoch == spkt.msg.epoch
&& rpkt.msg.epoch > s_old.epoch && spkt.msg.lock?

}

predicate HostNext(s_old:Host,s_new:Host,
rpkt:Packet,spkt:Packet) {

HostGrant(s_old,s_new,spkt)
|| HostAccept(s_old,s_new,rpkt,spkt)

}
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We then use our proof about one host implementa-
tion to prove that a distributed system comprising N host 
implementations, which is what we actually intend to run, 
refines the distributed protocol of N hosts. We use an imple-
mentation abstraction function IAbs that maps states of 
the distributed implementation to states of the distributed 
protocol. The refinement proof is largely straightforward 
because each step of the distributed implementation in 
which a host executes ImplNext corresponds to one step 
of the distributed protocol where a host takes a HostNext 
step. The difficult part is proving that the network state in 
the distributed system implementation refines the net-
work state in the protocol layer. Specifically, we must prove 
that every send or receive of a UDP packet corresponds to a 
send or receive of an abstract packet. This involves proving 
that when host A marshals a data structure into an array of 
bytes and sends it to host B, B parses out the identical data 
structure.

The last major theorem we prove is that the distributed 
implementation refines the abstract centralized spec. For 
this, we use the abstraction functions from our two major 
refinement theorems, composing them to form our final 
abstraction function PAbs(IAbs(·) ). The key part of 
this proof is establishing that the specified relation condi-
tions hold, that is, that for all implementation states is, 
SpecRelation (is, PAbs (IAbs (is) ) ) holds.

4. VERIFYING LIVENESS
Section 3 describes the high-level spec as a state machine. 
Such a spec says what the implementation must not do: it must 
never deviate from the state machine’s behavior. However, 
we also often want to specify what the implementation must 
do; properties of this form are called liveness properties. For 
example, we might specify that the lock implementation 
eventually grants the lock to each host (Figure 7). Thus, a 

the invariant that the lock is either held by exactly one host 
or granted by one in-flight lock-transfer message. We can 
prove this invariant inductively by showing that every proto-
col step preserves it. Showing refinement of the spec is then 
simple.

3.4. The implementation layer
Unlike in the declarative protocol layer, in the implemen-

tation layer the developer writes single-threaded, imperative 
code to run on each host. This code must cope with all of the 
ugly practicalities we abstracted away in the protocol layer. 
For instance, it must handle real-world constraints on how 
hosts interact: since network packets must be bounded-
sized byte arrays, we need to prove the correctness of our 
routines for marshalling high-level data structures into 
bytes and for parsing those bytes. We also write the imple-
mentation with performance in mind by, for example, using 
mutable arrays instead of immutable sequences and using 
uint64s instead of infinite-precision integers. The latter 
requires us to prove the system correct despite the potential 
for integer overflow.

Dafny does not natively support networking, so we 
extend the language with a trusted UDP specification that 
exposes Init, Send, and Receive methods. For example, 
Send expects an IP address and port for the destination 
and an array of bytes for the message body. When compiled, 
calls to these Dafny methods invoke the .NET UDP network 
stack.

The trusted network interface maintains a ghost vari-
able (a variable used only for verification, not execution) 
that represents a “journal” of every Send and Receive that 
the implementation might make, including all of the argu-
ments and return values. We use this journal when connect-
ing the implementation to the protocol.

3.5. Connecting implementation to protocol
The second major theorem we prove about each IronFleet 
system is that the implementation layer correctly refines 
the protocol. To do this, we prove that even though the 
implementation operates on concrete local state, which 
uses heap-dependent, bounded representations, it is still a 
refinement of the protocol layer, which operates on abstract 
types and unbounded representations.

First, we prove that the host implementation refines the 
host state machine described in the protocol layer. This 
refinement proof is analogous to the one in Section 3.3, 
though simplified by the fact that each step in the imple-
mentation corresponds to exactly one step of the host state 
machine. We define an abstraction function HAbs that 
maps a host’s implementation state to a host protocol state. 
As shown in Figure 6, we prove that the code ImplInit, 
which initializes the implementation state, ensures 
HostInit for the abstraction of that state. Similarly, we 
prove that the code ImplNext, which executes one host 
step, ensures HostNext. Note that HostNext refers to the 
journal of network events, thus connecting the implemen-
tation’s low-level network actions to the protocol’s abstract 
description of how the host should handle packets it sends 
and receives.

method Main() {
var s := ImplInit();
assert HostInit(HAbs(s));
while (true)
invariant ImplInvariant(s);

{
ghost var journal_old := get_event_journal();
ghost var old_s := s;
ghost var ios_performed:seq<IoEvent>;
s, ios_performed := ImplNext(old_s);
assert HostNext(HAbs(old_s), HAbs(s), ios_performed);
assert get_event_journal() ==

journal_old + ios_performed;
assert ReductionObligation(ios_performed);

}
}

Figure 6. Mandatory host event-handler loop.

predicate LockBehaviorFair(b:map<int,SpecState>) {
forall h:Host, i:int :: h in AllHostIds()&& i >= 0
==> exists j :: j >= i && h == last(b[j].history)

}

Figure 7. Desired liveness property for the lock service.
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step j for one formula, such as ◊Q, the heuristic requests 
that the solver also consider j as a candidate step for other 
formulas starting with  or ◊, such as P and ◊ (P ∧ Q). 
This allows the solver to automatically prove formulas like 
(◊Q) ∧ (P) ⇒ ◊ (P ∧ Q).

This heuristic is effective enough to automatically 
prove 40 fundamental TLA proof rules, that is, rules for 
deriving one formula from other formulas.11 The heuris-
tic allows us to prove complicated rules efficiently; for 
example, we state and prove a key rule about invariants 
in only 27 lines of Dafny, and a key rule about fairness in 
only 16 lines. Our liveness proofs then use these funda-
mental proof-rule lemmas to justify temporal formula 
transformations.

4.2. Always-enabled actions
Liveness properties depend on fairness assumptions, that 
is, assumptions that the underlying environment will 
enable progress. For instance, in IronRSL our liveness 
property depends on a quorum of participants continu-
ing to run, and on the network delivering packets among 
that quorum and the client in a timely fashion. Fairness 
assumptions let us prove fairness properties: properties 
indicating that our protocol makes progress. An example 
fairness property is “Each host executes HostGrant infi-
nitely often.”

Lamport13 suggests that fairness properties take the form 
“if action A becomes always enabled, that is, always possible  
to do, the implementation must eventually do it.” However, 
reasoning about such properties is challenging. For instance, 
it is difficult to verify that an implementation’s scheduler 
really has such a property. Also, to use such a property one 
must prove that A will always be enabled as long as some 
condition C holds, that is, that ∀s. C(s) ⇒ ∃s′ | A(s, s′). Proving 
statements with alternating universal and existential quan-
tifiers is notoriously challenging for automated theorem 
provers.

We thus adopt always-enabled actions; that is, we only 
use actions that are always possible to do. For instance, we 
would not use HostGrant from Figure 5 since it is impos-
sible to perform without the lock. Instead, we might use “if 
you hold the lock, grant it to the next host; otherwise, do 
nothing,” which can always be done. This means we can 
write a method that always does HostGrant no matter 
what state the host is in. Then, the fairness property “Each 
host executes HostGrant infinitely often” can be proven 
by showing that each host runs the method infinitely 
often; we accomplish this by invoking HostGrant inside 
a round-robin scheduler that itself sits inside an infinite 
loop.

Since our approach deviates from Lamport’s standard 
fairness formulas, it can admit specifications that are not 
machine closed.13 Machine closure ensures that liveness 
conditions do not combine with safety conditions to cre-
ate an unimplementable spec, such as that the imple-
mentation must both grant a lock (to be fair) and not 
grant a lock (to be safe, because it does not hold the lock). 
Fortunately, machine closure is no concern in IronFleet: 
the existence of an implementation that meets a fairness 

spec will typically include not just a state machine but also 
liveness properties.

Some researchers have proposed heuristics for detect-
ing and quashing likely sources of liveness violations,9 but 
it is better to definitively prove their absence. With such a 
proof, we do not have to reason about, for example, dead-
lock or livelock; such conditions and any others that can 
prevent the system from making progress are provably 
ruled out.

Liveness properties are much harder to verify than safety 
properties. Safety proofs need only reason about two system 
states at a time: if each step between two states preserves 
the system’s safety invariants, then we can inductively 
conclude that all behaviors are safe. Liveness, in contrast, 
requires reasoning about infinite series of system states. 
Such reasoning creates challenges for automated theorem 
provers (Section 4.2), often causing the prover to time out 
rather than return a successful verification or a useful error 
message.

With IronFleet, we address these challenges by writing 
a library in Dafny that defines standard TLA operators and 
proves standard TLA rules from first principles. This library 
is a useful artifact for proving liveness properties of arbitrary 
distributed systems: its rules allow both the human devel-
oper and Dafny to operate at a high level by taking large 
proof steps with a single call to a lemma from the library. 
Finally, by structuring our protocols with always-enabled 
actions, we significantly simplify the task of proving liveness 
properties.

4.1. TLA library
As discussed in Section 2.3, TLA11 is a standard mathe-
matical formalism for reasoning about liveness. IronFleet 
encodes TLA in Dafny by expressing a TLA behavior, an 
infinite sequence of system states, as a Dafny mapping 
b from integers to states, where b[0] is the initial state 
and b[i] is the ith subsequent state. A liveness property 
is a constraint on the behavior of the state machine. For 
example, the Dafny code in Figure 7 says that for every 
host h, there is always a later time when h will hold the 
lock.

Our encoding hides key definitions from the prover 
except where truly needed, and instead provides verified 
lemmas that relate them to one another. For example, we 
represent temporal logic formulas as opaque objects (i.e., 
objects Dafny knows nothing about) of type temporal, and 
TLA transformations like  as functions that convert tem-
poral objects to temporal objects.

Of course, in some contexts we actually do need to rea-
son about the internal meaning of  and ◊. State-of-the-
art SMT solvers, such as Z3, do not yet provide decision 
procedures for temporal operators like  and ◊ directly. 
However, we can encode these operators using explicit 
quantification over steps:  universally quantifies over 
all future steps, while ◊ existentially quantifies over some 
future step. We can then provide the SMT solver with heu-
ristics to control these quantifiers using the solver’s sup-
port for triggers.3 One simple heuristic proved effective in 
many situations: when the solver is considering a future 
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property is itself proof that the property does not prevent 
implementation!

4.3. Liveness proof strategies
Most of a liveness proof involves demonstrating that if 
some condition Ci holds then eventually another condi-
tion Ci+1 holds. By chaining such proofs together, we can 
prove that if some assumed initial condition C0 holds then 
eventually some useful condition Cn holds. For instance, 
in IronRSL, we prove that if a replica receives a client’s 
request, it eventually suspects its current view; if it sus-
pects its current view, it eventually sends a message to the 
potential leader of a succeeding view; and, if the potential 
leader receives a quorum of suspicions, it eventually starts 
the next view.

Most steps in this chain require an application of a vari-
ant of Lamport’s WF1 rule.11 This variant involves a starting  
condition Ci, an ending condition Ci+1, and an always-enabled 
action predicate Action. It states that Ci leads to Ci+1 if the 
following three requirements are met:

1. If Ci holds, it continues to hold as long as Ci+1 does 
not.

2. If a transition satisfying Action occurs when Ci holds, 
it causes Ci+1 to hold.

3. Transitions satisfying Action occur infinitely often.

We use this in Dafny as follows. Suppose we need a 
lemma that shows Ci leads to Ci+1. We first find the action 
transition Action intended to cause this. We then estab-
lish each of requirements 1 and 2 with an invariant proof 
that considers only pairs of adjacent steps. We then estab-
lish requirement 3, a fairness property, as discussed in 
Section 4.2. Finally, having established the three precondi-
tions for the WF1 lemma from our verified library, we call 
that lemma.

5. SYSTEM IMPLEMENTATION
We use the IronFleet methodology to implement two prac-
tical distributed systems. All IronFleet code is publicly 
available.

5.1. IronRSL
IronRSL replicates a deterministic application on multiple 
machines to make that application fault-tolerant. Such 
replication is commonly used for critical services, such 
as Chubby and Zookeeper, on which many other services 
depend.

IronRSL guarantees safety and liveness while support-
ing complex implementation features. For instance, it uses 
batching to amortize consensus costs, log truncation to 
constrain memory usage, and state transfer to let nodes 
recover from extended network disconnection. The spec for 
IronRSL is simply linearizability: it must generate the same 
outputs as a system that runs the application sequentially 
on a single node. Our implementation achieves lineariz-
ability via the MultiPaxos12 consensus protocol. It is worth 
noting that our spec does not enforce exactly once seman-
tics, as it is a matter of much debate whether linearizability 

implies such semantics or not. If required, exactly-once 
semantics can be implemented—and formally proven—at 
the application level. We also prove that our implementa-
tion is live: if a client repeatedly sends a request to all rep-
licas, it eventually receives a reply. No consensus protocol 
can be live under arbitrary conditions,4 so we prove liveness 
of IronRSL under a set of fairness assumptions about the 
network and nodes.

5.2. IronKV
IronKV uses distribution for a completely different pur-
pose: to scale its throughput by dynamically sharding a 
key-value store across a set of nodes. The high-level spec 
of IronKV’s state machine is concise: it is simply a map 
(Figure 8).

In IronKV’s distributed-protocol layer, each host’s state 
consists of a map storing a subset of the key space and a 
“delegation map” mapping each key to the host respon-
sible for it. To gain throughput and to relieve hot spots, 
IronKV allows an administrator to delegate key ranges to 
other hosts. When a host receives such an order, it sends 
the corresponding key-value pairs to the intended recipi-
ent and updates its delegation map to reflect the new 
owner. If such a message is lost, the protocol layer can-
not be shown to refine the high-level spec, since the cor-
responding key-value pairs vanish. To avoid this, we design 
a reliable-transmission component that requires each host 
to acknowledge messages it receives, track its own set of 
unacknowledged messages, and periodically resend them. 
We prove desirable safety and liveness properties of this 
component.

We then prove a key invariant—every key is claimed 
either by exactly one host or in-flight packet—that we use 
in conjunction with the semantics ensured by the reliable-
 transmission component to show that the protocol layer 
refines the high-level spec. Finally, we implement the proto-
col and prove it refines the protocol layer.

Figure 8. Complete high-level spec for IronKV state machine.

type Map = map<Key,Value>
type OptValue = ValuePresent(v:Value) | ValueAbsent

predicate SpecInit(h:Map) {
h == map []

}

predicate Set(h:Map,h’:Map,
k:Key,ov:OptValue) {

h’ == if ov.ValuePresent? then h[k := ov.v]
else map ki | ki in h && ki!=k :: h[ki]

}

predicate Get(h:Map,h’:Map,
k:Key,ov:OptValue) {

h’ == h && ov == if k in h then ValuePresent(h[k])
else ValueAbsent()

}

predicate SpecNext(h:Map,h’:Map) {
exists k, ov :: Set(h,h’,k,ov) || Get(h,h’,k,ov)

}
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In exchange for this effort, IronFleet produces a provably 
correct implementation with desirable liveness properties. 
Indeed, except for unverified components like our C# client, 
both IronRSL (including view changes, log truncation, etc.) 
as well as IronKV (including delegation and reliable delivery) 
worked the first time we ran them.

6.2. Performance
We run IronRSL on three replicas on three separate machines, 
each equipped with an Intel Xeon 2.13 GHz processor and 
connected over a 1 Gbps network. Our IronKV experiments 
use two such machines connected over a 10 Gbps network. 
In all our experiments the bottleneck was the CPU (not the 
memory, disk, or network).

IronRSL. Workload is offered by 1–256 parallel client 
threads, each making a serial request stream and mea-
suring latency. As an unverified baseline, we use the 
MultiPaxos Go-based implementation from the EPaxos 
codebase.16 For both systems, we measure with and without 
batching, and we use the same application state machine: 
it maintains a counter and it increments the counter for 
every client request. Figure 9 summarizes our results. We 
find that IronRSL’s peak throughput is within 2.4× of the 
baseline.

IronKV. To measure the throughput of IronKV, we pre-
load the server with 1000 keys, then run a client with 1–256 
parallel threads; each thread generates a stream of Get 
(or Set) requests in a closed loop. As an unverified baseline, 
we use Redis, a popular key/value store written in C and C++, 
with the client-side write buffer disabled. For both systems, 
we use 64-bit unsigned integers as keys and byte arrays of 
varying sizes as values. Figure 10 summarizes our results. 
We find that IronKV’s performance is competitive with that 
of Redis.

While our systems achieve respectable performance, 
they do not yet match that of the unverified baselines. 
Since verifying mutable data structures is challenging, we 
sometimes employ immutable data structures instead; 
our measurements indicate that these create signifi-
cant bottlenecks. The baselines we compare against are 
highly optimized; we have also optimized our code, but 
each optimization must be proven correct rather than just 
implemented and tested. Hence, given a fixed time bud-
get, IronFleet may produce fewer optimizations. IronFleet 
also suffers from compiling to C#, which imposes run-time 

5.3. Common libraries
We wrote several libraries when building IronRSL and 
IronKV.

Marshalling and parsing. All distributed systems need 
to marshal and parse network packets, a tedious task 
prone to bugs. Hence, we have written and verified a generic 
grammar-based parser and marshaller to hide this pain 
from developers. For each distributed system, the developer 
specifies a high-level grammar for her messages. The library 
automatically converts byte arrays to and from a datatype 
conforming to the grammar.

Collection properties. We have developed a library prov-
ing many useful relationships about collections such as 
sequences, sets, maps, etc. These are common for reason-
ing about distributed systems, for example, to reason about 
whether a set of nodes form a quorum.

Generic refinement. We also built a library for reasoning 
about refinement between collections, for example, to prove 
the refinement from protocol-layer collections containing 
abstract node identifiers to implementation-layer collec-
tions containing IP addresses.

6. EVALUATION
IronFleet’s premise is that automated verification is a 
viable engineering approach, ready for developing real dis-
tributed systems. We evaluate that hypothesis by answer-
ing the following questions: (1) How does verification 
affect the development of distributed systems? (2) How 
does the performance of a verified system compare with an 
unverified one?

6.1. Developer experience
To assess practicality, we evaluate the developer experi-
ence as well as the effort required to produce verified sys-
tems. The experience of producing verified software shares 
some similarities with that of unverified software. Dafny pro-
vides near-real-time integrated development environment 
feedback. Hence, as the developer writes a given method 
or proof, she typically sees feedback in 1–10 s indicating 
whether the verifier is satisfied. To ensure the entire system 
verifies, our build system tracks dependencies across files 
and outsources, in parallel, each file’s verification to a cloud 
virtual machine. Thus, while a full integration build done 
serially requires 6 h, in practice, the developer rarely waits 
more than 6–8 min, which is comparable to a traditional 
large system integration build and test pass.

An IronFleet developer must write a formal trusted spec,  
a distributed protocol layer, and proof annotations to 
help the verifier see the refinements between them. Table 1  
quantifies this effort by reporting the amount of proof 
annotation required for each layer of the system. We count 
all non-spec, non-executable code as proof annotation; this 
includes, for example, preconditions and postconditions, 
loop invariants, and all lemmas and invocations thereof. 
Our ratio of proof annotation to implementation is 7.7:1 
(5.4:1 if liveness proof annotations are excluded). In total, 
developing the IronFleet methodology and applying it to 
build and verify two real systems required approximately 3.7 
person-years.

Table 1. Code sizes and verifi cation times

Spec Impl Proof Time to verify
 Source lines of code (minutes)

High-level spec 327

Distributed protocol
IronRSL 202 – 12,450 145
IronKV 134 – 6817 37
TLA library – – 1824 2

Implementation 737 5114 18,162 207

Total 1400 5114 39,253 395
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implementation in a simplified environment into an equ-
ivalent implementation that is robust in a more hostile 
environment, offering a clean approach to composition. 
Unlike IronRSL, Verdi does not prove any liveness proper-
ties and its current implementation of Raft does not sup-
port verified marshalling and parsing, state transfer, log 
truncation, dynamic view-change timeouts, a reply cache, 
or batching.

8. SUMMARY AND FUTURE WORK
The IronFleet methodology slices a system into specific 
layers to make verification of practical distributed system 
implementations feasible. The high-level spec gives the 
simplest description of the system’s behavior. The proto-
col layer deals solely with distributed protocol design; we 
connect it to the spec using TLA+13 style verification. At the 
implementation layer, the programmer reasons about a 
single-host program without worrying about concurrency. 
Reduction and refinement tie these individually feasible 
components into a methodology that scales to practically- 
sized concrete implementations. This methodology admits 
conventionally structured implementations capable of 
processing up to 18,200 requests/s (IronRSL) and 28,800 
requests/s (IronKV), performance competitive with unveri-
fied reference implementations.

In the future, we plan to address two of IronFleet’s 
limitations. First, the performance of even state-of-the-
art verification tools limits the scale of the systems we 
can easily verify. For instance, for every system invari-
ant, we must prove that no action can invalidate that 
invariant. Automated reasoning handles this with little 
developer burden when there are tens of actions, but 
likely not when there are thousands. To fix this, we will 
require stronger modularity, for example, to enable effi-
cient verification that one component’s actions do not 
interfere with another component’s invariants. Another 
limitation of IronFleet is that it allows concurrency only 
among processes, not among threads that share memory. 
The software verification community provides a variety of 
approaches, such as ownership and separation logic, to 
address this problem. We plan to make such approaches 
practical in the context of automated verification of large-
scale systems. 

overhead to enforce type safety on code that provably 
does not need it.

7. RELATED WORK
The recent increase in the power of software verification has 
emboldened several research groups to use it to prove the 
correctness of single-machine implementations, for exam-
ple, the seL4 microkernel.10 Our Ironclad project6 shows 
how to completely verify the security of sensitive services all 
the way down to the assembly code.

Distributed systems are known to harbor subtle design 
and implementation errors. Researchers have recently 
started generating machine-checkable proofs of correctness 
for their protocols, since paper proofs, no matter how for-
mal, can contain serious errors.25 In some cases, the proof of 
correctness encompasses the implementation, as well. In all 
cases, the systems proven correct have been much smaller 
and simpler than ours.

Ridge21 proves the correctness of a persistent message 
queue; however, his system is substantially smaller in 
scale than ours and has no proven liveness properties. 
Schiper et al.22 verify the correctness, but no liveness 
properties, of a Paxos implementation. However, they 
do not verify the state machine replication layer of this 
Paxos implementation, only the consensus algorithm, 
ignoring complexities such as state transfer. In contrast 
to IronFleet, which exploits multiple levels of abstraction 
and refinement, their approach posits a language below 
which all code generation is automatic, and above which 
a human can produce a one-to-one refinement. It is 
unclear if this approach will scale up to complex distrib-
uted systems.

Verdi23,24 implements verified distributed systems. 
Its verified system transformers convert a developer’s 
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have a clear understanding of what ex-
actly we need from our hash functions. 

In the following paper, Mikkel Tho-
rup describes another variation of sim-
ple but surprisingly effective and power-
ful hash functions based on using small 
tables of random hash values. The ap-
proach is referred to as tabular hashing. 
Tabular hashing actually dates back to 
the late 1960s, where it was used by Zo-
brist to create identifiers for board posi-
tions in computer games.3 For decades, 
its power remained essentially unno-
ticed, until Thorup (and his colleagues) 
revived the approach. He shows how 
tabular hashing provides the types of 
general concentration guarantees often 
needed in practice, as well as specific 
guarantees for certain key algorithms 
and data structures, including cuckoo 
hashing, linear probing, and bucket-
based sampling. In some cases these re-
sults arise from simple tabular hashing, 
but for some problems he also shows 
how certain improvements can provide 
even stronger guarantees without too 
much of a price in space and running 
time. One of the “twists” he introduces 
is even called twisted tabular hashing. 

In short, Thorup’s work has shown 
that tabular hashing provides great po-
tential for more situations where we can 
have our cake and eat it too: that is, we 
can have the security of knowing our 
hashing offers theoretically sound guar-
antees, while also having the efficiency 
of a practical hash function that does 
not become a system bottleneck.  
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HASHING IS EVERYWHERE. To start, hash 
tables are one of the most widely used 
primitive data structures, with numer-
ous variations (open address, chained, 
linear probing, multiple-choice, cuck-
oo, and so on). Hashing is also frequent-
ly used for sampling; hash all items and 
keep only those with certain hash values 
as the sample. Hashing further plays a 
major role in a variety of algorithms 
and data structures for data sketches 
for both streaming and non-streaming 
data, such as Bloom filters and approxi-
mate counting structures. 

For much of the early history of hash-
ing, there was a clear divide between 
theory and practice. The mathematical 
analysis of hashing and hashing algo-
rithms was (and often still is) based on 
perfect randomness. You assume that 
for each input x, the hash value h(x) is 
uniformly distributed over all possible 
values it could take on, and that each 
value h(x) is independent of all other 
hash values h(y) for y≠x. Such perfect 
hash functions make mathematical 
analysis much simpler, as every new 
hash value looks completely random. 

Of course, nobody actually uses per-
fect hash functions; they would take 
exponential space to store under any 
reasonable model of computation. In-
stead, in practice, people use various 
approaches to obtain pseudo-random 
hash functions. Knuth provides an early 
guide to various hashing methods of 
this type, such as multiplying by a con-
stant and shifting to obtain the higher 
order bits.2 Some people turn to crypto-
graphic hash functions, although such 
functions may not actually be suitably 
random for many hashing purposes, 
and can be slow enough to become a 
bottleneck in systems that use them. 

There are a large variety of real-world 
hash functions that come with no prov-
able guarantees. Perhaps the biggest 
danger with such hash functions is that 
they may work deceptively well in a huge 
number of tests, creating a false sense 
of security, but they may fail miserably 

when faced with real data that is not 
random. They often seem to behave just 
as the analysis assuming perfect ran-
domness predicts—that is, until they do 
not. An unfortunate, structured dataset 
can break such hash functions, in turn 
breaking the systems that rely on them. 

Theoretical computer science has 
tried to develop frameworks that can 
provide the best of both worlds: prac-
tical hash functions along with prov-
able guarantees. The key insight is 
that perfect randomness, while easier 
to analyze, is usually not necessary to 
guarantee the desired result. By taking 
more care in the analysis, we can often 
determine what we really need from our 
hash function, and tailor our choice of 
hash function to those needs. This line 
of work appears to have begun with the 
seminal work of Carter and Wegman,1 
who argued that for well-performing 
hash tables, hash values did not all need 
to be completely independent. Instead, 
suppose we choose a hash function ran-
domly from a family of hash functions 
with range [0, B) so that for any two ele-
ments x and y, the probability they end 
up with the same hash value is only 
1/B. This is enough to show that stan-
dard chained hash tables perform well. 
More generally, there are other settings 
where the analysis may only require we 
choose a hash function randomly from 
a family of hash functions so that any 
collection of k hash values are indepen-
dent, for a small value of k. Fortunately, 
there are families of such k-independent 
hash functions that require only a small 
amount of space and computation time, 
each proportional to k, and these are 
suitable for many applications. Unfortu-
nately, many other applications we care 
about appear to require logarithmic 
independence (or more), and for such 
applications the evaluation time for the 
hash function may become prohibitive. 
Still, these fundamental ideas have clari-
fied that we can indeed obtain practical 
hash functions with provable guaran-
tees in many situations, as long as we 
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Abstract
Randomized algorithms are often enjoyed for their simplic-
ity, but the hash functions employed to yield the desired 
probabilistic guarantees are often too complicated to be 
practical. Here, we survey recent results on how simple 
hashing schemes based on tabulation provide unexpectedly 
strong guarantees.

Simple tabulation hashing dates back to Zobrist (A new  
hashing method with application for game playing. Technical 
Report 88, Computer Sciences Department, University of 
Wisconsin). Keys are viewed as consisting of c characters and  
we have precomputed character tables h1, . . ., hc mapping 
characters to random hash values. A key x = (x1, . . ., xc) is hashed 
to h1[x1] ⊕ h2[x2]. . . . . ⊕ hc[xc]. This schemes is very fast with 
character tables in cache. Although simple tabulation is  
not even four-independent, it does provide many of the guar-
antees that are normally obtained via higher independence, 
for example, linear probing and Cuckoo hashing.

Next, we consider twisted tabulation where one input 
character is “twisted” in a simple way. The resulting hash 
function has powerful distributional properties: Chernoff-
style tail bounds and a very small bias for minwise hashing. 
This is also yields an extremely fast pseudorandom number 
generator that is provably good for many classic random-
ized algorithms and data-structures.

Finally, we consider double tabulation where we compose 
two simple tabulation functions, applying one to the output 
of the other, and show that this yields very high independence 
in the classic framework of Wegman and Carter.26 In fact, 
w.h.p., for a given set of size proportional to that of the space 
consumed, double tabulation gives fully random hashing. We 
also mention some more elaborate tabulation schemes getting 
near-optimal independence for given time and space.

Although these tabulation schemes are all easy to imple-
ment and use, their analysis is not.

1. INTRODUCTION
A useful assumption in the design of randomized algo-
rithms and data structures is the free availability of fully ran-
dom hash functions, which can be computed in unit time. 
Removing this unrealistic assumption is the subject of a 
large body of work. To implement a hash-based algorithm, 
a concrete hash function has to be chosen. The space, time, 
and random choices made by this hash function affects the 
overall performance. The generic goal is therefore to provide 
efficient constructions of hash functions that for important ran-
domized algorithms yield probabilistic guarantees similar to 
those obtained assuming fully random hashing.

To fully appreciate the significance of this program, we 
note that many randomized algorithms are very simple and 

popular in practice, but often they are implemented with 
too simple hash functions without the necessary guaran-
tees. This may work very well in random tests, adding to 
their popularity, but the real world is full of structured data, 
for example, generated by computers, that could be bad for 
the hash function. This was illustrated in Ref.21 showing 
how simple common inputs made linear probing fail with 
popular hash functions, explaining its perceived unreliabil-
ity in practice. The problems disappeared when sufficiently 
strong hash functions were used.

In this paper, we will survey recent results from Refs.6–9, 

21, 22, 25 showing how simple realistic hashing schemes based 
on tabulation provide unexpectedly strong guarantees for 
many popular randomized algorithms, for example, linear 
probing, Cuckoo hashing, minwise independence, treaps, 
planar partitions, power-of-two-choices, Chernoff-style 
concentration bounds, and even high independence. The 
survey is from a users perspective, explaining how these 
tabulation schemes can be applied. While these schemes 
are all very simple to describe and use, the analysis show-
ing that they work is nontrivial. For this analysis, the 
reader is referred to the above papers. The reader is also 
referred to these papers for a historical account of previ-
ous work.

1.1. Background
Generally a hash function maps a key universe U of keys 
into some range R of hash values. A random hash function 
h is a random variable from RU, assigning a random hash 
value h(x) ∈ R to every x ∈ U. A truly random hash function 
is picked uniformly from RU, assigning a uniform and inde-
pendent hash value h(x) ∈ R to each key x ∈ U. Often ran-
domized algorithms are analyzed assuming access to truly 
random hash functions. However, just storing a truly ran-
dom hash function requires |U| log2 |R| bits, which is unre-
alistic for large key universes.

The concept of k-independence was introduced by 
Wegman and Carter26 in FOCS’79 and has been the cor-
nerstone of our understanding of hash functions ever since. 
As above, we think of a hash function h: [u] → [m] as a  
random variable distributed over [m][u]. We say that h is 
k-independent if (a) for any distinct keys x1, . . ., xk ∈ [u], the 
hash values h(x1), . . ., h(xk) are independent random variables; 
and (b) for any fixed x, h(x) is uniformly distributed in [m].

As the concept of independence is fundamental to prob-
abilistic analysis, k-independent hash functions are both 

A previous version of this paper was published in the Proceedings of the 
36th IARCS Conference on Foundations of Software Technology and Theoreti-
cal Computer Science (2016).

http://mags.acm.org/communications/july_2017/TrackLink.action?pageName=94&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3068772


 

JULY 2017  |   VOL.  60  |   NO.  7   |   COMMUNICATIONS OF THE ACM     95

natural and powerful in algorithm analysis. They allow us to 
replace the heuristic assumption of truly random hash func-
tions that are uniformly distributed in [m][u], hence needing 
u lg m random bits (lg = log2), with real implementable hash 
functions that are still “independent enough” to yield prov-
able performance guarantees similar to those proved with 
true randomness. We are then left with the natural goal of 
understanding the independence required by hashing-
based algorithms.

Once we have proved that k-independence suffices for a 
hashing-based randomized algorithm, we are free to use any 
k-independent hash function. The canonical construction 
of a k-independent hash function is based on polynomials 
of degree k − 1. Let p ≥ u be prime. Picking random a0, . . ., ak−1 
∈ {0, . . ., p − 1}, the hash function is defined by:

h(x) = ((ak−1 xk−1 + . . . + a1x + a0) mod p) (1)

If we want to limit the range of hash values to [m], we use 
h(x) mod m. This preserves requirement (a) of independence 
among k hash values. Requirement (b) of uniformity is close 
to satisfied if p  m. As suggested in Ref.,5 for a faster imple-
mentation, we can let p be a Mersenne prime, for example, 
to hash 64-bit integers, we could pick p = 281 − 1.

Sometimes two-independence suffices. For example, 
two-independence implies the so-called universality5; 
namely that the probability of two keys x and y colliding with 
h(x) = h(y) is 1/m; or close to 1/m if the uniformity of (b) is 
only approximate. Universality implies expected constant 
time performance of hash tables implemented with chain-
ing. Moreover, generally, Mitzenmacher and Vadhan15 have 
proved that two-independent hashing in many applications 
works almost like truly random hashing if the input has 
enough entropy. However, structured, low-entropy data, are 
very common in the real world.

In this paper, we shall focus on applications that require 
higher independence, for example, linear probing that 
requires five-independent hashing18, 20 and minwise hash-
ing that for o(1) bias requires o(1)-independence.12, 20 Here, 
when we say that k-independence is required, we mean that 
there are (k − 1)-independent hash functions that do not suf-
fice for some input. At the high end of the spectrum, when 
dealing with problems involving n objects, O(lg n)-indepen-
dence suffices in a vast majority of applications. One reason 
for this is the Chernoff bounds of Ref.23 for k-independent 
events, whose probability bounds differ from the full- 
independence Chernoff bound by 2−Ω(k).

When it comes to high independence, we note that the 
polynomial method from Equation (1) takes O(k) time and 
space for k-independence. This is no coincidence. Siegel24 
has proved that to implement k-independence with less 
than k memory accesses, we need a representation using 
u1/k space. He also gives a solution that for any c uses O(u1/c) 
space, cO(c) evaluation time, and achieves  indepen-
dence (which is superlogarithmic, at least asymptotically, for 
c = O(1) ). The construction is nonuniform, assuming a cer-
tain small expander which gets used in a graph product. 
Siegel24 states about his scheme that it is “far too slow for 
any practical application.”

This paper surveys a family of “tabulation”-based hash 
function that like Siegel’s hash function use O(u1/c) space. 
Their query time is only O(c) and they are both simple and 
practical. Despite having low independence, they offer 
strong probabilistic guarantees for many popular random-
ized algorithms. We start with the simplest and fastest tabu-
lation scheme, and move later to more complicated schemes 
with stronger probabilistic guarantees.

2. SIMPLE TABULATION
The first scheme we consider is simple tabulation hashing 
where the hash values are r-bit numbers. Our goal is to hash 
keys from U = [u] into the range R = [2r]. In tabulation hash-
ing, a key x ∈ [u] is interpreted as a vector of c > 1 characters 
from the alphabet Σ = [u1/c], that is, x = (x0, . . ., xc−1) ∈ Σc. As a 
slight abuse of notation, we shall sometimes use Σ instead 
of |Σ| to denote the size of the alphabet when the context 
makes this meaning clear. This matches the classic recur-
sive set-theoretic definition of a natural as the set of smaller 
naturals.

For “simple tabulation hashing” we initialize indepen-
dent random character tables h0, . . ., hc−1 : Σ → R. The hash 
h(x) of a key x = (x0, . . ., xc−1) is computed as:

 (2)

Here ⊕ denotes bit-wise exclusive-or. This is a well-known 
scheme dating back at least to Zobrist.27 For him a character 
position corresponds to a position on a game board, and the 
character is the piece at the position. If the piece at a posi-
tion i changes from xi to x′i , he updates the overall hash value 
h to h′ = h ⊕ hi [xi] ⊕ hi [x′i ].

It is easy to see that simple tabulation is three-independent, 
for if we have a set X of two or three keys, then there must 
be a position i ∈ [c] where one key x has a character xi not 
shared with any other key in X. This means that x is the only 
key in X whose hash value depends on hi[xi], so the hash 
value of x is independent of the other hash values from X. 
However, simple tabulation is not four-independent. Given 
four keys (a0, b0), (a1, b0), (a0, b1), (a1, b1), no matter how we fill 
our tables, we have

h(a0, b0) ⊕ h(a1, b0) ⊕ h(a0, b1) ⊕ h(a1, b1) = 0.

Thus, given the hash values of any three of the keys, we can 
uniquely determine the fourth hash value.

In our context, we assume that the number c = O(1) of 
character positions is constant, and that character tables fit 
in fast cache. Justifying this assumption, note that if we have 
n keys from a very large universe, we can first do a universe 
reduction. Expecting no collisions, we apply a universal hash 
function,5 mapping the original large keys into an intermedi-
ate polynomial universe, say of size u = n3. Simple tabulation 
is only applied to the intermediate universe [u]. To get space 
O(nε), we just set c = 3/ε. We shall refer to the lookups in the hi 
as “character lookups,” emphasizing that they are expected 
to be much faster than a general lookup in a table of size n.

Putting things into a practical perspective (this paper 
claims practical schemes with strong theoretical guarantees), 
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in the experiments from Ref.,21 for 32-bit keys, simple tabula-
tion with four character lookups took less than 5 ns, whereas 
a single memory lookup in a 4MB table took more than 120 ns. 
Character lookups were thus about 100× faster than general 
lookups. In fact, simple tabulation is three-independent 
and in experiments from Ref.,21 it was found to be more than 
three times faster than three-independent hashing imple-
mented as in Equation (1) by a degree 2 polynomial tuned 
over the Mersenne prime field . Because cache is so crit-
ical to computation, most computers are configured with a 
very fast cache, and this is unlikely to change.

Usually, it is not a problem to fill the character tables  
h0, . . ., hc−1 with random numbers, for example, downloading 
them from http://random.org which is based on atmo-
spheric noise. However, for the theory presented here, it 
would suffice to fill them with a (lg u)-independent pseudo-
random number generator (PRG). The character tables just 
need to point to an area in memory with random bits, and 
this could be shared across many applications. One could 
even imagine computers configured with random bits in 
some very fast read-only memory allowing parallel access 
from multiple cores.

In Ref.,21 simple tabulation hashing was proved to have 
much more power than suggested by its three-independence. 
This included fourth moment bounds, minwise hashing, 
random graph properties necessary in cuckoo hashing,19 
and Chernoff bounds for distributing balls into many bins. 
The details are described in the following subsections.

2.1. Concentration bounds
First, we consider using simple tabulation hashing to dis-
tribute n balls into m = 2r bins, that is, assuming that the 
balls have keys from [u], we are using a simple tabulation 
hash function h : [u] → [m]. In a hash table with chaining, 
the balls in a bin would be stored in a linked list.

Consider the number X of balls landing in a given bin. 
We have µ = E[X] = n/m. Pǎtras̨cu and Thorup21 have proved 
that, w.h.p., we get a Chernoff-style concentration on X. First 
recall the classic Chernoff bounds16, section 4 for full random-
ness. On the upper bound side, we have16, Theorem 4.1

 (3)

The corresponding probabilistic lower bound16, Proof of Theorem 4.2 
for δ ≤ 1 is

 (4)

We note that in connection with hash tables, we are often 
not just interested in a given bin, but rather we care about 
the bin that a specific query ball lands in. This is why the 
hash of the query ball is involved in the theorem below with 
Chernoff-style bounds for simple tabulation.

Theorem 1 (Pǎtras̨cu and Thorup21). Consider hash-
ing n balls into m ≥ n1−1/(2c) bins by simple tabulation (recall 
that c = O(1) is the number of characters). Define X as the 

number of regular balls that hash into a given bin or a bin cho-
sen as a function of the bin h(q) of an additional query ball q.  
Let . The following probability bounds hold for 
any constant γ:

 (5)

 (6)

With m ≤ n bins (incl. m < n1−1/(2c)), every bin gets

 (7)

balls with probability 1 − n−γ.
Contrasting the standard Chernoff bounds, we see 

that Equations (5) and (6) in Theorem 1 can only provide 
polynomially small probability, that is, at least m−γ for any 
desired constant γ. This corresponds to if we had Θ(log m)- 
independence in the Chernoff bound from Ref.23 In addition, 
the exponential dependence on µ is reduced by a constant 
which depends (exponentially) on the constants γ and c.

The upper bound (5) implies that any given bin has 
O(lg n/lg lg n) balls w.h.p., but then this holds for all m bins 
w.h.p. Simple tabulation is the simplest and fastest constant 
time hash function to achieve this fundamental property.

Complementing the above Chernoff-style bound, 
Dahlgaard et al.7 have proved that we also get the kth moment 
bounds normally associated with k-independence.

Theorem 2 (Dahlgaard et al.7). With the same setup for  
simple tabulation as in Theorem 1, for any constant k = O(1),

Since kth moment bounds is one of the main ways  
k-independence is used, it is nice that they are achieved by sim-
ple tabulation which is only three-independent. As an example, 
the classic AMS sketches1 were first implemented with four-
independent hashing, but Braverman et al.3 noticed that 
only a fourth moment bound is needed. They proved that 
simple tabulation suffices by proving Theorem 2 for k = 4.

2.2. Linear probing
Theorem 1 is used in Ref.21 to get bounds for linear probing. 
Linear probing is a classic implementation of hash tables. It 
uses a hash function h to map a set of n keys into an array of 
size m. When inserting x, if the desired location h(x) ∈ [m] is 
already occupied, the algorithm scans h(x) + 1, h(x) + 2, . . ., m − 1,  
0, 1, . . . until an empty location is found, and places x there. 
The query algorithm starts at h(x) and scans until it either 
finds x, or runs into an empty position, which certifies that x is 
not in the hash table. When the query search is unsuccessful, 
that is, when x is not stored, the query algorithm scans exactly 
the same locations as an insert of x. A general bound on the 
query time is hence also a bound on the insertion time.

This classic data structure is one of the oldest and 
most popular implementations of hash tables, due to its 

http://mags.acm.org/communications/july_2017/TrackLink.action?pageName=96&exitLink=http%3A%2F%2Frandom.org
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functions w.h.p., and later every query runs in constant 
worst-case time with exactly two probes. We note that even 
though cuckoo hashing requires two independent hash 
functions, these essentially come for the cost of one in sim-
ple tabulation: the pair of hash codes can be stored consecu-
tively, in the same cache line so that we can look up both for 
the price of one.

In the dynamic case, Theorem 3 implies that we expect 
Ω(n4/3) updates between failures requiring a complete rehash 
with new hash functions.

2.4. ε-Minwise independence
A hash function h : [u] → [m] is ε-minwise independent, 
or minwise with bias ε, if for any set S ⊆ [u] and q ∈ S,  

. The classic application of 
ε-minwise hashing of Broder et al.4 is the estimation of Jaccard 
set similarity |A ∩ B|/|A ∪ B|. More precisely, ignoring the 
probability of collisions in the minimum hash value, we get

For better concentration on the estimate, we would make 
multiple experiments with independent hash functions, yet 
this cannot eliminate the bias ε.

To get minwise bias ε, we generally need a Θ(log 
1/ε)-independent hash function.12, 20 However, Pǎtras̨cu and 
Thorup21 shows

Theorem 4 (Pǎtras̨cu and Thorup21). Consider a set S ⊆ Σc  
of n = |S| keys and q ∈ S. If h : Σc → [m], m ≥ n1+1/c, is  
implemented by simple tabulation, then Pr[h(q) = min h(S)] = 
(1 ± Õ(1/n1/c) )/n.

2.5. The power of two choices
The power of two choices is a standard scheme for placing  
balls into bins where each ball hashes to two bins, and is 
placed in the lightest loaded one. When placing n balls into n 
bins, using the two-choice paradigm with truly random hash 
functions, the maximum load of any bin is lg lg n + O(1) w.h.p.2 
Dahlgaard et al.8 have proved that simple tabulation gives a maxi-
mum load which is lg lg n + O(1) in expectation and O(log log n)  
w.h.p. This is the simplest constant time hashing scheme 
known to offer such strong two-choice load balancing.

2.6. Weakness with small numbers
As described above, simple tabulation has much more power 
than suggested by its three-independence. However, there 
are also some weaknesses. For example, in the Chernoff-
style bounds (5) and (6) from Theorem 1, we have an additive 
error probability of 1/mγ when hashing into m bins. Here γ is 
an arbitrarily large constant, so this is fine when m is large. 
However, this is not good if m is small, for example, m = 2 as 
when we toss a coin. A related problem from Theorem 4 is 
that the minwise bias Õ(1/n1/c) depends on the size n of the 
set considered. This is fine if the set is large, but not if the set 

unmatched simplicity and efficiency. On modern architec-
tures, access to memory is done in cache lines (of much 
more than a word), so inspecting a few consecutive values 
typically translates into a single memory access. Even if the 
scan straddles a cache line, the behavior will still be better 
than a second random memory access on architectures with 
prefetching.

Linear probing was shown to take expected constant time 
for any operation in 1963 by Knuth,13 in a report which is now 
regarded as the birth of algorithm analysis. This analysis, 
however, assumed a truly random hash function. However, 
Pagh et al.18 showed that just five-independence suffices  
for this expected constant operation time. In Ref.,20 five- 
independence was proved necessary with a concrete combina-
tion of keys and a four-independent random hash function 
where searching certain keys takes Ω(log n) expected time.

In Ref.,21 the result from Ref.18 is strengthened for more 
filled linear probing tables, showing that if the table size 
is m = (1 + ε)n, then the expected time per operation is O(1/ε2), 
which asymptotically matches the bound of Knuth13 with 
truly random hashing. More important for this paper, 
Pǎtras̨cu and Thorup21 proved that this performance bound 
also holds with simple tabulation hashing.

In fact, for simple tabulation, we get quite strong concentra-
tion results for the time per operation, for example, constant 
variance for constant ε. For contrast, with five-independent 
hashing, the variance is only known to be O(log n).18

Experiments are done in Ref.21 comparing simple tabu-
lation with standard two-independent hashing schemes 
in linear probing. For simple inputs such as consecutive 
integers, the performance was extremely unreliable with the 
two-independent hashing, but with simple tabulation, every-
thing worked perfectly as expected from the theoretical 
guarantees.

2.3. Cuckoo hashing
In cuckoo hashing,19 we use two tables of size m ≥ (1 + ε)
n and independent hash functions h0 and h1 mapping the 
keys to these two tables. Cuckoo hashing succeeds if we 
can place every key in one of its two hash locations without 
any collision. We can think of this as a bipartite graph with 
a set for each table and an edge (h0(x), h1(x) ) for each key x. 
Cuckoo hashing fails exactly if this graph has a component 
with more edges than vertices. With truly random hashing, 
this bad event happens with probability . Pǎtras̨cu and 
Thorup21 study the random graphs induced by simple tabu-
lation, and obtain a rather unintuitive result: the worst fail-
ure probability is inversely proportional to the cube root of 
the set size.

Theorem 3 (Pǎtras̨cu and Thorup21). Any set of n keys can 
be placed in two tables of size m = (1 + ε) by cuckoo hashing and 
simple tabulation with probability 1 − O(n−1/3). There exist sets 
on which the failure probability is Ω(n−1/3).

Thus, cuckoo hashing with simple tabulation is an excel-
lent construction for a static dictionary. The dictionary can 
be built (in linear time) after trying O(1) independent hash 
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has long been established). This was confirmed experimen-
tally in Ref.,22 where twisted tabulation was less than 30% 
slower than simple tabulation.

When we discuss properties of twisted tabulation, we 
view keys x = (x0, . . ., xc−1) as composed of a head, head(x) = x0  
and a tail, tail(x) = (x1, . . ., xc−1). We refer to the following 
implementation of twisted tabulation which is less efficient 
but mathematically equivalent to (8):

1. Pick a simple tabulation hash function hτ : Σc−1 → Σ 
from c − 1 characters to 1 character. This corresponds 
to the twister components of . Applying hτ  
to the tail of a key x, we get the combined twister  
t = hτ(tail(x) ), the “twisted head” x0 ⊕ t, and the “twisted 
key” hT(x) = (x0 ⊕ t, x1, . . ., xc−1).

2. Pick a simple tabulation hash function hS : Σc → R 
(where R was the desired output range). This corre-
sponds to h0 and for i > 0, the nontwister component  
hi of  (remember that tails are not touched by twist-
ing). The twisted tabulation hash function is then  
x  hS(hT(x) ).

For all the results presented here, it does not matter which 
character we view as the head. Above it is the first character, 
but sometimes it is more efficient if it is the last least signifi-
cant character.

As noted in Ref.,22 the twisting by hT can be seen as a single-
round Feistel permutation where the hash function is sim-
ple tabulation. Because twisting is a permutation, twisted 
tabulation inherit from simple tabulation any (probabilis-
tic) property that holds regardless of concrete key values, for 
example, the above Cuckoo hashing and the power of two 
choices. Like simple tabulation, twisted tabulation is only 
three-independent, but it does have some more stronger 
more general distributional guarantees, which we explain in 
detail below.

3.1. Chernoff bounds
Chernoff bounds play a prominent role in the design of 
 randomized algorithms16, section 4. The Chernoff-style bounds 
from Theorem 1 where limited in that they only really worked 
for throwing balls into a large number m of bins. Pǎtras̨cu 
and Thorup22 prove the following far more general Chernoff-
style bounds for twisted tabulation.

Theorem 5 (Pǎtras̨cu and Thorup22). Choose a random 
c-character twisted tabulation hash function h = hS  hT : [u] → [u],  
[u] = Σc. For each key x ∈ [u] in the universe, we have an arbitrary 
“value function” vx : [u] → [0, 1] assigning a value Vx = vx(h(x) ) ∈ 
[0, 1] to x for each hash value. Define V = Σx∈[u] Vx and µ = Σx∈[u] 
µx where µx = E[vx(h(x) )]. Let γ, c, and ε > 0 be constants. Then 
for any µ < Σ1−ε and δ > 0, we have:

  (9)

  (10)

is small. Both of these problems and more will be addressed 
by twisted tabulation described below.

3. TWISTED TABULATION
We will now consider twisted tabulation proposed by 
Pǎtras̨cu and Thorup.22 It adds a quick twist to simple tab-
ulation, leading to more general distributional properties, 
including Chernoff bounds that also work for few bins and 
better minwise hashing that also works well for small sets. 
For i = 1, . . ., c − 1, we expand the entries of hi with a random 
character called the twister. More precisely, for i > 0, we now 
have random tables . The table h0 : Σ → R is kept  
unchanged. The hash function is now computed in two steps:

 (8)

Figure 1 contains the C-code for simple and twisted tabula-
tion. The twister adds lg Σ bits to each entry of the tables hi, 
i > 0, but in practice, we want entries to have bit lengths such 
as 32 or 64, so for 32-bit hash codes as in Figure 1, we double 
the length. However, for a random 32-bit floating point in (0; 1), 
we only need 23 bits for a random mantissa, and then we 
have free bits for an 8-bit twister.

The highlight of twisted tabulation is its minimalistic 
nature, adding very little to the cost of simple tabulation 
while gaining significantly stronger guarantees. Twisted 
tabulation uses exactly c character lookups into tables with 
Σ entries, just like simple tabulation, though with larger 
entries. Essentially twisted tabulation only differs from sim-
ple tabulation by two AC0 operations, so we would expect it 
to be almost as fast as simple tabulation (whose practicality 

#include <stdint.h>
//defines uintX_t as unsigned X-bit integer.

uint32_t SimpleTab32(uint32_t x, uint32_t[4][256] H) {
uint32_t i;
uint32_t h=0;
uint8_t c;
for (i=0;i<4;i++) {

c=x;
h^=H[i][c];
x = x >> 8;

}
return h;

}

uint32_t TwistedTab32(uint32_t x, uint64_t[4][256] H) {
uint32_t i;
uint64_t h=0;
uint8_t c;
for (i=0;i<3;i++) {

c=x;
h^=H[i][c];
x = x >> 8;

}
c=x^h; // extra xor compared with simple
h^=H[i][c];
h>>=32; // extra shift compared with simple
return ((uint32_t) h);

}

Figure 1. C-code for simple and twisted tabulation for 32-bit keys 
to 32-bit hash codes assuming a pointer H to some randomly filled 
storage (4KB for simple and 8KB for twisted).
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Moreover, for any  (including ):

  (11)

If we have a given distinguished query key q ∈ [u], the above 
bounds hold even if we condition everything on h(q) = a for any 
given a ∈ [u]a.

The statement of Theorem 5 may seem a bit cryptic, so 
before proceeding, we will show that it improves the simple 
tabulation bounds from Theorem 1. Those bounds consid-
ered a set S of n balls or keys mapped into m bins, and had an 
error bound of m−γ. The error is here improved to u−γ. This is 
important when m is small, for example, if m = 2 correspond-
ing to unbiased coin tosses.

We now do the translation. Discounting all irrelevant 
keys x ∈ [u]\S, we zero their value functions, setting vx(⋅) = 0. 
Also, we define the bin hash function from Theorem 1 as 
h′(x) = h(x) mod m, noting that m ↑ u since both are pow-
ers of two. Theorem 1 studies the number of balls landing 
a bin b which may be a function of the bin h′(q) of a query 
ball q ∈ [u]\S. Thanks to the last statement of Theorem 5, 
we can condition on any value a of h(q), which determines 
h′(q) and hence b. Now, for x ∈ S, define Vx = vx(h(x) ) = 1 if 
h′(x) = b; 0 otherwise. Now, V = Σx∈[u] Vx is the variable X from 
Theorem 1, and (5) and (6) follow from (9) and (10), but with 
the improved error u−γ.

A different illustration of the versatility of Theorem 5 is 
if we want each key x ∈ [u] to be sampled with some indi-
vidual sampling probability px. In this case, we have no dis-
tinguished query key, and we can just define vx(y) = 1 if y < px 
⋅ u; 0 otherwise. Since h(x) is uniform in [u], we have that x is 
sampled with Vx = vx(h(x) ) = 1 with probability p̃x = épxmù/m. 
The number V = Σx∈[u] Vx of samples is now concentrated 
according to (9) and (10).

3.2. Minwise independence
Concerning minwise hashing, Dahlgaard and Thorup9 have 
proved that twisted tabulation yields the following strength-
ening of Theorem 4 for simple tabulation.

Theorem 6 (Dahlgaard and Thorup9). Consider a set S ⊆ Σc 
of n = |S| keys and q ∈ S. If h : Σc → [m], m ≥ nu1/c, is imple-
mented with twisted tabulation, then Pr[h(q) = min h(S)] = 
(1 + Õ(1/u1/c)/n.

The important difference is that the bias Õ(1/n1/c) from 
Theorem 4 is replaced by Õ(1/u1/c) which is small regard-
less of the set size. Such an absolutely small bias generally 
requires Ω(log u)-independence.20

3.3. Short range amortization for hash tables
We now switch to a quite different illustration of the  
power of twisted tabulation hashing from Ref.22 Consider 
linear probing in a half-full hash table with n keys. Out 
of  operations, we expect some to take Ω(log n) time. 

Nevertheless, we show that any window of log n opera-
tions on distinct keys is executed in O(lg n) time with  
high probability. This also holds for the simpler case of 
chaining.

The general point is that for any set of stored keys and any 
set of window keys, the operation times within the window 
are sufficiently independent that the average concentrates 
nicely around the expected constant operation time. Such 
concentration of the average should not be taken for granted 
with real hash functions. In Ref.20 are input examples for lin-
ear probing with fast two-independent hashing such that if 
one operation is slow, then most operations are slow. Ref.22 
presented a parallel universe construction causing similar 
problems for simple tabulation. As stated above, twisted 
tabulation does, however, provide sufficient independence, 
and we expect this to prove useful in other applications.

3.4. Pseudorandom numbers generators
Like any hash function, twisted tabulation naturally implies 
a PRG with the pseudorandom sequence h(0), h(1), . . . For 
maximal efficiency, we use the last and least significant 
character as the head. Thus, a key x = (xc−1, . . ., x0) ∈ Σc has 
head(x) = x0 and tail(x) = x>0 = (xc−1, . . ., x1). For twisted tabula-
tion, we use a simple tabulation function h : Σc−1 → Σ × [2r] 
and a character function h0 : Σ → [2r], and then h(x) is com-
puted, setting (t, h>0) = h(x>0) and h(x) = h0[x0 ⊕ t]⊕h>0. We 
now think of x as the pair (x>0, x0) ∈ Σc−1 × Σ. As we increase the 
index x = 0, 1, . . ., Σ − 1, Σ, Σ + 1, . . . = (0, 0), (0, 1), . . ., (0, Σ − 1),  
(1, 0), (1, 1), . . ., the tail x>0 only increases when x0 wraps 
around to 0—once in every Σ calls. We, therefore, store (t, h>0) 
= h(x>0) in a register, recomputing it only when x>0 increases. 
Otherwise, we compute h(x) = h0[x0 ⊕ t] ⊕ h>0 using just one 
character lookup and two ⊕-operations. In Ref.22 this was 
found to be exceedingly fast: as fast as a single multiplica-
tion and four times faster than the standard random num-
ber generator random() from the GNU C library which has 
almost no probabilistic guarantees. Besides being faster, 
the twisted PRG offers the powerful distributional guaran-
tees discussed above.

As an alternative implementation, we note that h is 
itself applied to consecutive numbers x>0 = 0, 1, 2, . . ., so 
h can also be implemented as a PRG. The h-PRG is only 
applied once for every Σ numbers generated by h, so the 
h-PRG can be much slower without affecting the overall 
performance. Instead of implementing h by simple tab-
ulation, we could implement it with any logarithmically 
independent PRG, thus not storing any tables for h, but 
instead generating each new value h(x>0) on the y as x>0 
increases. We can view this as a general conversion of a 
comparatively slow but powerful PRG into an extremely 
fast one preserving the many probabilistic properties of 
twisted tabulation.

3.5. Randomized algorithms and data structures
When using the twisted PRG in randomized algorithms,16 
we get the obvious advantage of the Chernoff-style bounds 
from Theorem 5 which is one of the basic techniques 
needed.16, Section 4 The ε-minwise hashing from Theorem 6 with  
ε = Õ(1/u1/c) is important in contexts where we want to  

a The last statement conditioning on h(q) = a was not proved in Ref.,22, but is 
an easy extension using ideas from Ref.21
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assign randomized priorities to items. A direct example is  
treaps.16, Section 8.2 The analysis of the expected operation time is 
based on each key in an interval having the same chance of 
getting the lowest priority. Assigning the priorities with an 
ε-minwise hash function, expected cost is only increased by 
a factor (1 + ε) compared with the unrealistic case of true ran-
domness. In static settings, we can also use this to generate a 
random permutation, sorting items according to priorities. 
This sorting itself takes linear time since we essentially only 
need to look at the log n most significant bits to sort n priori-
ties. Using this order to pick items, we get that classic algo-
rithms like QuickSort16, Section 1 and Binary Planar Partitions16, 

Section 1.3 perform within an expected factor (1+ε) of what they 
would with true randomness. With ε = Õ(1/u1/c) as with our 
twisted PRG, this is very close the expected performance 
with true randomness.

4. DOUBLE TABULATION AND HIGH INDEPENDENCE
Thorup25 has shown that simple tabulation can also be used 
to get high independence if we apply it twice. More precisely, 
we consider having two independent simple tabulation 
functions h0 : Σc → Σd and h1 : Σd → [2r], and then the claim 
is that h1  h0 is likely to be highly independent. The main 
point from Ref.25 is that the first simple tabulation h0 is likely 
to have an expander-type property.

More precisely, given a function f : [u] → Σd, a key set X ⊆ 
[u] has a unique output character if there is a key x ∈ X and a  
j ∈ [d] and such that for all y ∈ X\{x}, h( y)j ≠ h(x)j, that is, the 
jth output character is unique to some x in X. We say that f is 
k-unique if each nonempty key set Y ⊆ [u] of size at most k has 
a unique output character. Siegel24 noted that if f is k-unique 
and h1 : Σd → [2r] is a random simple tabulation function, 
then h1  f  : [u] → [2r] is k-independent. The main technical 
result from Ref.25 is

Theorem 7 (Thorup25). Consider a random simple tabula-
tion function h0 : Σc → Σd. Assume c = Σo(1) and (c + d)c = Σo(1). 
Let k = Σ1/(5c). With probability 1 − o(Σ2−d/(2c)), the function h0 is 
k-unique. More concretely for 32-bit keys with 16-bit characters, 
h0 is 100-unique with probability 1 − 1.5 × 10−42.

Assuming that h0 is k-unique, if h1 : Σd → [2r] is a random 
simple tabulation function, then h1  h0 is k-independent.

This construction for highly independent hashing is much 
simpler than that of Siegel24 mentioned in Section 1, and for  
d = O(c), the evaluation takes O(c) time as opposed to the  
O(c)c time used by Siegel.

Complementing the above result, Dahlgaard et al.7 have 
proved that double tabulation is likely to be truly random for 
any specific set S with less than (1 − Ω(1) )Σ keys:

Theorem 8 (Dahlgaard et al.7). Given a set S ⊆ [u] of size 
(1 − Ω(1) )Σ, consider two random simple tabulation function 
h0 : Σc → Σd and h1 : Σd → [2r]. With probability 1 − O(Σ1−éd/2ù), 
every nonempty subset X ⊆ S gets a unique output character 
with h0, and then the double tabulation function h1  h0 is fully 
random over S.

It is interesting to compare Theorem 8 with Theorem 7. 
Theorem 8 holds for one large set whereas Theorem 7 works 
for all small sets. Also, Theorem 8 with d = 4 “derived” char-
acters gets essentially the same error probability as Theorem 
7 with d = 6c derived characters.

Siegel24 has proved that with space Σ, we cannot in con-
stant time hope to get independence higher than Σ1−Ω(1), 
which is much less than the size of the given set in Theorem 8.

Theorem 8 provides an extremely simple O(n) space imple-
mentation of a constant time hash function that is likely 
uniform on any given set S. This is much simpler than the 
previous linear space uniform hashing of Pagh and Pagh,17, 

Section 3 which needs the high independence of Theorem 7 as 
a subroutine. We note that17, Section 4 presents a general trick 
to reduce the space from linear, that is, O(n(lg n + lg |R|) ) 
bits, downto (1 + ε)n lg |R| + O(n) bits, preserving the con-
stant evaluation time. This reduction can also be applied to 
Theorem 8 so that we also get a simpler overall construction 
for a succinct dictionary using (1 + ε)n lg |R| + O(n) bits of 
space and constant evaluation time.

Very recently, Christiani et al.6 have shown that we using 
a more elaborate recursive tabulation scheme can get quite 
to Siegel’s lower-bound.

Theorem 9 (Christiani et al.6, Corollary 3). For word-size w, and 
parameters k and c = O(w/(log k) ), with probability 1 − u1/c, we 
can construct a k-independent hash function h : [2w] → [2w] in 
O(cku1/c) time and space, that is, evaluated in O(c log c) time.

In Theorem 8, we used the same space to get indepen-
dence Σ1/(5c) and evaluation time O(c). The construction of 
Theorem 7 is also simpler. We should thus use Theorem 9 if 
we need its very high independence, but if, say, logarithmic 
independence suffices, then Theorem 7 is the better choice.

A major open problem is get the space and independence 
of Theorem 9 but with O(c) evaluation time, matching the 
lower bound of Ref.24 In its full generality, the lower bound 
from Ref.24 says that we for independence k with c < k cell 
probes need space Ω(k(u/k)1/cc).

4.1. Invertible bloom filters with simple tabulation
Theorem 8 states that if a random simple tabulation func-
tion h0 : Σc → Σd is applied to a given set S of size (1 − Ω(1) )Σ, 
then with probability 1 − O(Σ1−d/2), every nonempty subset 
X ⊆ S gets a unique output character. This is not only rel-
evant for fully random hashing. This property is also suffi-
cient for the hash function in Goodrich and Mitzenmacher’s 
Invertible Bloom Filters,11 which have found numerous 
applications in streaming and data bases.

4.2. k-Partitions via mixed tabulation
The general goal of Dahlgaard et al.7 is a hash function for 
k-partitioning a set into bins so that we get good concentra-
tion bounds when combining statistics from each bin.

To understand this point, suppose we have a fully ran-
dom hash function applied to a set X of red and blue balls. 
We want to estimate the fraction f of red balls. The idea 
of minwise hashing is to sample the ball with the small-
est hash value. This sample is uniformly random and is 
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red with probability f. If we repeat the experiment k times 
with k independent hash functions, we get a multiset S of 
k samples with replacement from X and the fraction red 
balls in S concentrates around f as we increase the number 
of samples.

Consider the alternative experiment using a single hash 
function, where we use some bits of the hash value to parti-
tion X into k bins, and then use the remaining bits as a local 
hash value. We pick the ball with the smallest hash value in 
each bin. This is a sample S from X without replacement, 
and again, the fraction of red balls is concentrated around f.

The big difference between the two schemes is that the 
second one runs Ω(k) times faster. In the first experiment, 
each ball participated in k independent experiments, but in 
the second one with k-partitions, each ball picks its bin, and 
then only participates in the local experiment for that bin. 
Thus with the k-partition, essentially, we get k experiments 
for the price of one.

This generic idea has been used for different types of sta-
tistics. Flajolet and Martin10 introduced it to count the num-
ber of distinct items in a multiset, and recently, Li et al.14 
used it for Minwise estimation of the Jaccard Similarity of 
two sets.

The issue is that no realistic hashing scheme was known 
to make a good enough k-partition for the above kind of sta-
tistics to make sense. The point is that the contents of dif-
ferent bins may be too correlated, and then we get no better 
concentration with a larger k. In the independence para-
digm of Wegman and Carter,26 it would seem that we need 
independence at least k to get sufficiently independent sta-
tistics from the different bins.

An efficient solution is based on a variant of double tabu-
lation described below.

4.3. Mixed tabulation
For Theorem 8, we may use d = 4 even if c is larger, but then 
h0 will introduce many collisions. To avoid this problem we 
mix the schemes in mixed tabulation. Mathematically, we 
use two simple tabulation hash functions h1 : [u] → Σd and 
h2 : Σc+d → [2r], and define the hash function h(x)  h2(x  
h1(x) ), where  denotes concatenation of characters. We call 
x  h1(x) the derived key, consisting of c original characters 
and d derived characters. Since the derived keys includes the 
original keys, there are no duplicate keys.

We note that mixed tabulation only requires c+d look-
ups if we instead store simple tabulation functions h1,2 : Σc 
→ Σd × [r] and , computing h(x) by (v1, v2) = h1,2(x); 
h(x) = v1 ⊕ h2(v2). This efficient implementation is similar 
to that of twisted tabulation, and is equivalent to the pre-
vious definition. As long as we have at least one derived 
character, mixed tabulation has all the distribution prop-
erties of twisted tabulation, particularly, the Chernoff-style 
concentration bound from Theorem 5. At the same time, 
we get the full randomness from Theorem 8 for any given 
set S of size (1 − Ω(1) )Σ. Based on these properties and 
more, it is proved in Ref.7 that mixed tabulation, w.h.p., 
gets essentially the same concentration bounds as full ran-
domness for all of the abovementioned statistics based on 
k-partitions.
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For more information on the HPI Research School please visit:  
www.hpi.de/research-school
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The Universität der Bundeswehr München (Bundeswehr University Munich) is significantly expanding its Cyber Defence Research Center (CODE). CODE 
was established in 2013 with the objective to bring together experts from different faculties and scientific disciplines as well as expertise from industry 
and government agencies to conduct research in the cyber and information space. CODE pursues a comprehensive, integrated, and interdisciplinary 
approach to implement technical innovations and concepts for the protection of data, software, and ICT infrastructures in accordance with legal and 
commercial framework conditions. It has already established important strategic partnerships in this area. The objective of the expansion is to unite 
the Bundeswehr‘s and the Federal Government‘s research initiatives in the area of Cyber Defence and Smart Data and to establish the CODE Research 
Center as the primary point of contact in the cyber and information domain of the Bundeswehr and the Federal Government. 

Research and teaching in the area of cyber security is already being carried out as part of the bachelor‘s and master‘s programs in the Computer Science 
Department. According to current planning, a new international master‘s program in Cyber Security will be launched on January 1st, 2018. 

The Universität der Bundeswehr München will therefore be appointing four professors for its Computer Science Department on April 1st, 2018. 

The Universität der Bundeswehr München is looking for personalities with outstanding scientific qualifications to fill these professorial positions,  
who will also contribute actively to the CODE research center. Besides excellent research work, the new professors are expected to develop demanding 
lectures, practicals, and seminars for the new master‘s program in Cyber Security and to provide excellent teaching in their respective specialist area. 
Applicants are also expected to carry out teaching in the bachelor‘s programs in computer science and business informatics, and to work closely with  
the other departments at the Universität der Bundeswehr München.

The professorships will be provided with excellently equipped laboratories housed in a new building that is to be completed in the near future.

The candidates must have an excellent scientific track record, as demonstrated by a habilitation or equivalent scientific achievements, as well as 
significant excellent publications in academic journals. Proven teaching experience in their respective specialist area is highly desired. The new 
professors should have an international perspective, e.g., based on participation in international research projects, and experience in acquiring  
third-party funding. The duties will also include active participation in the university‘s academic self-administration.

The Computer Science Department at the Universität der Bundeswehr München is seeking professors for the following specialist areas of its Cyber 
Defence und Smart Data Research Center:

The reconstruction and investigation of offenses involving fixed or mobile electronic devices and complex software systems requires methodologies 
for verifying or falsifying hypotheses. The challenge of analyzing security incidents as well as using seized IT components as court-type evidence is 
increased by the requirement to systematically and accurately extract and document tiny digital traces from steadily increasing amounts of data.  
As IT forensics experts often cannot know about the details they should be looking for at the beginning of a case, specifying legally compliant  
digital-forensics methods and supporting them with tools while ensuring the chain of custody is essential.

We are looking for an excellent, internationally oriented personality that is particularly well-known in the field of digital forensics, e.g., storage 
media analysis and multimedia forensics. Given the increasing amounts of data that needs to be analyzed, also research experience regarding novel 
approaches for scalable and automated forensics methods is required.

Big Data denotes huge amounts of data that cannot be analyzed or processed using conventional methodologies. By applying intelligent processing 
steps and semantics-based technologies, big data (raw data) can be transformed into valuable information, which is the foundation for developing 
innovative applications and business models as well as optimizing existing business models.

We are looking for an excellent, internationally oriented personality that is particularly well-known in the field of big data analytics, predictive analytics, 
data quality, and data security. Experience in the application of big data analytics to the cyber-security domain is highly desired.

Machine learning as a segment of artificial intelligence strives for the development of methodologies and algorithms to implement adaptive technical 
systems. Machine learning algorithms are the basis for the future development of smart systems, which adapt to new situations and thus can  
generate knowledge from their own experiences.

We are looking for an excellent, internationally oriented personality that is particularly well-known in the field of machine learning for pattern 
recognition, prognostic maintenance and decision making, deep learning, and data-based adaptive, self-learning and self-optimizing systems. 
Experience in the application of machine learning to the cyber-security domain is highly desired.

Errors made during programming, while adapting a system to its operating environment, or negligence when using IT systems lead to vulnerabilities 
that allow attackers to gain unauthorized access to data or take complete control over a system. In addition to company networks, networks for 
the control of industrial plants (SCADA), highly secure networks, but also complex military and defence systems, are still severely endangered by 
sophisticated and high-quality attacks (Advanced Persistent Threats, APT). For example, manipulations on the hardware level can lead to vulnerabilities 
that are hard to identify. The systematic analysis of vulnerabilities in IT systems and test procedures (for example, penetration tests) for their identification 
and evaluation is the basis for increasing the security level of networked applications. It is important to develop novel holistic approaches for the 
identification of IT vulnerabilities. Furthermore, novel protection concepts for identified vulnerabilities are to be developed, taking into account 
hardware limitations, real-time constraints or requirements regarding certifications in the field of industrial control systems and critical infrastructures.

We are looking for an excellent, internationally oriented personality that is particularly well-known in the field of IT vulnerability management and 
penetration testing in research and teaching. In addition, experience in the hardening of COTS (Commercial off the Shelf) products is expected.

The Universität der Bundeswehr München offers academic programs directed primarily at officer candidates and officers, who can obtain bachelor‘s  
and master‘s degrees within a trimester system. Depending on spare capacity, civilian students are allowed to enroll. The study programs are 
complemented by interdisciplinary elements in an integrated program entitled “studium plus”.

Preconditions of employment and the legal duty positioning of professors are based upon the “Bundesbeamtengesetz”. Employment as a “Beamte/r” 
requires that the candidate be no older than 50 at the date of appointment.

The University seeks to increase the number of female professors and thus explicitly invites women to submit applications. Severely disabled candidates 
with equal qualifications will receive preferential consideration.

Please submit your application documents marked as Confidential Personnel Matter to the Department Head of the Computer Science Department at 
the Universität der Bundeswehr München, DE-85577 Neubiberg, by July 24th, 2017.

University Professorship (W3) in Digital Forensic

University Professorship (W3) in Data Science

University Professorship (W3) in Machine Learning

University Professorship (W3) in IT System Hardening
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DOI:10.1145/3098273  Dennis Shasha 

Upstart Puzzles   
Ruby Risks 

Upstart 2. Suppose you are told 
there are b boxes with r rubies over-
all and that one box has d more ru-
bies than some other box. Can you 
formulate an algorithm for both the 
f-feedback (meaning you go left, mid-
dle, right f times) and no-feedback 
scenario that is optimal? If so, please 
explain your algorithm in pseudocode 
and send links to your software. 

All are invited to submit their solutions to 
upstartpuzzles@cacm.acm.org; solutions and discussion 
will be posted at http://cs.nyu.edu/cs/faculty/shasha/
papers/cacmpuzzles.html 

Dennis Shasha (dennisshasha@yahoo.com) is a professor 
of computer science in the Computer Science Department 
of the Courant Institute at New York University, New York, 
as well as the chronicler of his good friend the omniheurist 
Dr. Ecco. 

Copyright held by the author.

You are guaranteed to receive 12 
rubies by asking for 12 from all three. 
No other scenario guarantees you 
more rubies. 

Upstart 1. (Feedback) Suppose the 
boxes are laid out in left-to-right or-
der and you may state your request 
for the leftmost box first, then, based 
on how many rubies you receive, state 
your request for the middle box, and 
then the rightmost one. When you are 
done, you can repeat this process (left, 
then middle, then right). For both the 
warm-up scenario and the scenario 
outlined in the first question—where 
one box has four more rubies than 
some other box—how many more ru-
bies can you guarantee to get in this 
“2-feedback” scenario? 

YO U  H AV E  T H R E E  covered boxes of Bur-
mese rubies before you. You know 
there are a total of 30 identical seven-
carat rubies in the three boxes. You 
can ask for a certain number of rubies 
from each box. If you ask for more 
than there are, you get none from 
that box. Otherwise, you get what you 
asked for from that box. For now, sup-
pose you must state your requests in 
advance for all three boxes and have 
no chance to change your mind; that 
is, with no feedback. 

Warm-Up. Given no further con-
straints, how many rubies do you ask 
for from each box? 

Solution to Warm-Up. If you ask for, 
say, 10 from each box, then one box 
may have 30 and the others 10, so you 
may get only 10. If you ask for x, where x 
< 10, you might get only x, if one box has 
all 30. On the other hand, if you ask for 
more than 10, then they might evenly 
be distributed (10 rubies in each box), 
meaning you get none. You should thus 
ask for 10, because 10 is the maximum 
you are guaranteed to get. 

Suppose you know one box has 
four more rubies than some other box 
and the remaining box could have 
any number. Again, you must make 
requests for all boxes at once, so you 
cannot use your winnings from earlier 
boxes to help you determine what to do 
later. How many rubies in total can you 
guarantee to receive? 

Solution. The boxes have x, x + 4, and 
y. Here are the possibilities, in ascend-
ing order, from what is in the first box: 

(i) 0, 4, 26; (ii) 1, 5, 24; (iii) 2, 6, 22; (iv) 
3, 7, 20; (v) 4, 8, 18; (vi) 5, 9, 16; (vii) 6, 
10, 14; (vii) 7, 11, 12; (vii) 8, 12, 10; (viii) 
9, 13, 8; (xi) 10, 14, 6; (xii) 11, 15, 4; and 
(xiii) 12, 16, 2 

How many of these red beauties could you obtain if you properly curbed your greed?

http://mags.acm.org/communications/july_2017/TrackLink.action?pageName=104&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3098273
http://mags.acm.org/communications/july_2017/TrackLink.action?pageName=104&exitLink=mailto%3Aupstartpuzzles%40cacm.acm.org
http://mags.acm.org/communications/july_2017/TrackLink.action?pageName=104&exitLink=http%3A%2F%2Fcs.nyu.edu%2Fcs%2Ffaculty%2Fshasha%2F
http://mags.acm.org/communications/july_2017/TrackLink.action?pageName=104&exitLink=mailto%3Adennisshasha%40yahoo.com
http://mags.acm.org/communications/july_2017/TrackLink.action?pageName=104&exitLink=http%3A%2F%2Fjobs.acm.org


MC&
MORGAN&CLAYPOOL
P U B L I S H E R S

Publish your next book in the 
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published by ACM in collaboration with Morgan & Claypool Publishers. 

Proposals and inquiries welcome! 
Contact:  M. Tamer Özsu, Editor in Chief
booksubmissions@acm.org

ACM Books
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Computing Machinery
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ACM Books
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members via the ACM Digital Library 
platform.

◆ is led by EIC M. Tamer Özsu, University of 
Waterloo, and a distinguished editorial 
board representing most areas of CS. 

books.acm.org

I’m pleased that ACM Books is directed by a volunteer organization headed by a 
dynamic, informed, energetic, visionary Editor-in-Chief (Tamer Özsu), working 
closely with a forward-looking publisher (Morgan and Claypool). 

—Richard Snodgrass, University of Arizona

http://mags.acm.org/communications/july_2017/TrackLink.action?pageName=CIII&exitLink=mailto%3Abooksubmissions%40acm.org
http://mags.acm.org/communications/july_2017/TrackLink.action?pageName=CIII&exitLink=http%3A%2F%2Fbooks.acm.org
http://mags.acm.org/communications/july_2017/TrackLink.action?pageName=CIII&exitLink=http%3A%2F%2Fbooks.acm.org
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